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Abstract

In this paper, we are concerned with the following fractional Schrödinger-Poisson system: (−∆s)u+ u+ λφu = µf(u) + |u|p−2|u|, x ∈ R3

(−∆t)φ = u2, x ∈ R3

where λ, µ are two parameters, s, t ∈ (0, 1] ,2t + 4s > 3 ,1 < p ≤ 2∗s and f : R → R is continuous

function. Using some critical point theorems and truncation technique, we obtain the existence and

multiplicity of non-trivial solutions with the help of the variational methods.
Keywords: Fractional Schrödinger-Poisson systems, Sublinear nonlinearity, Variational methods

1. Introduction

The aim of this paper is to investigate the existence of non-trivial solutions for the following frac-

tional Schrödinger-Poisson system

 (−∆s)u+ u+ λφu = µf(u) + |u|p−2|u|, x ∈ R3

(−∆t)φ = u2, x ∈ R3
(1.1)
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where λ, µ are two parameters, s, t ∈ (0, 1] ,2t+4s > 3, 1 < p ≤ 2∗s, (−∆s) is the fractional Laplacian

and f(u) is continuous function. Where 2∗s =
6

3−2s
.

When s = t = 1 the equation (1.1) reduces to Schrödinger-Poisson equation, which describes

quantum particles and is related to the study of nonlinear stationary Schrödinger equations inter-

acting with the electromagnetic field generated by the motion [1, 2].

This article was motivated by [3].There the authors show the existence and multiplicity of solutions

for the system

 (−∆)u+ u+ λφu = µf(u) + |u|p−2|u|, x ∈ Ω

(−∆)φ = u2, x ∈ Ω
(1.2)

where Ω is a smooth and bounded domain in R3, 1 < p ≤ 6, λ, µ are two parameters is a parameter

and f : R → R is a continuous function. Our purpose is to show that when we consider this system

with fractional Laplacian operator instead of the Laplacian, then we obtain the existence and mul-

tiplicity of non-trivial solutions for the system.

Fractional Schrödinger-Poisson equations have attracted some attention in recent years. If we only

consider the first equation in (1.1) and assume that φ = 0, then it reduces to a fractional Schrödinger

equation, which is a fundamental equation in fractional quantum mechanics [4, 5].

Authors in [6] studied the existence of positive solutions and ground state solutions for the following

system

 (−∆)su+ V (x)u+ φu = f(u), in R3,

(−∆)tφ = u2, in R3,
(1.3)

Where V : R3 → R3 is a continuous periodic potential and positive

Recently, some authors proposed a new approach called perturbation method to study the quasilinear

elliptic equations, see [7, 8]

in [9] the existence of infinitely many solutions for the following system was studied by wei

 (−∆s)u+ V (x)u+ φu = f(x, u), in R3,

(−∆s)φ = γαu
2, in R3,

(1.4)

Where s ∈ (0, 1] and γα is a positive constant.
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Kexue Li in [10] studied the nonlinear fractional Schrödinger-Poisson system (−∆s)u+ u+ φu = f(x, u), in R3,

(−∆t)φ = u2, in R3,
(1.5)

And by using the perturbation method and mountain pass theorem, obtained the existence of non-

trivial solutions.

Up to our knowledge, there are no result on the existence of multiple solutions for problem (1.1)

with the nonlinear term f(u) + |u|p−2u. In particular, if f may be not odd, than the associated

functional of (1.1) may be nonsymmetric which leads to the significant difficulty in finding multiple

solutions. Indeed problem (1.1) with the nonsymmetric term f does possess a variational structure

as well, problem (1.1) can be attacked by means of variational methods. Namely, the weak solutions

are characterized as critical points of a C1 functional I = I(u) defined on the fractional sobolev space

Hs(R3). Here, we obtain a sufficient result ensuring the existence of at least three weak solutions for

problem (1.1) whose the nonlinear term f may be nonsymmetric. The following is our result in the

case of the subcritical exponent p ∈ (1, 2).

Theorem 1.1. Assume that f ∈ C(R,R) is not an odd function and the following condition holds:
(f) there exist three positive constants c1, c2, q such that |f(u)| ≤ c1 + c2|u|q−1.
If q ∈ (1, 2) and p ∈ (1, 2), then there exist L > 0 and an open interval J with 0 ∈ J such that, for
every µ ∈ J , problem (1.1) with λ = µ admits at least three weak solutions whose norms are less or
equal to L.

The proof of 1.1 is based on an abstract critical point theorem developed by Anello [11] in finding

two local minimum points of the associated functional which is the two weak solutions of problem

(1.1). And then, we find the third weak solution different from the earlier two ones using a Mountain

Pass Theorem coming from [12].

The reminder of this paper is organized as follows. In section 2 we present a suitable variational

framework for our problem. In section 3, we prove Theorem 1.1. Throughout this paper, C > 0 will

be used indiscriminately to denote a suitable positive constant whose value may change from line to

line. Moreover, we use ∥.∥s to denote the usual norm on Ls(R3) for 1 < s < +∞.

2. Variational setting and preliminaries

For p ∈ [1,∞), we denote by Lp(R3) the usual Lebesgue space with the norm ∥u∥p =
(∫

R3 |u|pdx
) 1

p .

For any p ∈ [1,∞) and s ∈ (0, 1), we recall some definitions of fractional Sobolev spaces and the
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fractional Laplacian (−∆)s, for more details, we refer to [13]. Hs(R3) is defined as follows

Hs(R3) =

{
u ∈ L2(R3) :

∫
R3

(1 + |ξ|2s)|Fu(ξ)|2dξ < ∞
}

with the norm

∥u∥Hs =
(
|Fu(ξ)|2 + |ξ|2s|Fu(ξ)|2

) 1
2 , (2.1)

where Fu denotes the Fourier transform of u. By S(R3), we denote the Schwartz space of rapidly

decaying C∞ functions in R3. For u ∈ S(R3) and s ∈ (0, 1), (−∆)s is defined by

(−∆)sf = F−1(|ξ|2s(Ff)), ∀ξ ∈ R3.

By Plancherel’s theorem, we have ∥Fu∥2 = ∥u∥2, ∥|ξ|sFu∥2 = ∥(−∆)
s
2u∥. Then by (2.1), we get the

equivalent norm

∥u∥Hs =

(∫
R3

(|(−∆)
s
2u(x)|2 + |u(x)|2)dx

) 1
2

.

For s ∈ (0, 1), the fractional Sobolev space Ds,2(R3) is defined as follows

Ds,2(R3) =
{
u ∈ L2∗s(R3) : |ξ|sFu(ξ) ∈ L2(R3)

}
,

which is the completion of C∞
0 (R3) with respect to the norm

∥u∥Ds,2 =

(∫
R3

|(−∆)
s
2u|2dx

) 1
2

=

(∫
R3

|ξ|2s|Fu(ξ)|2dξ
) 1

2

.

Lemma 2.1. (Theorem 2.1 in [14]). For any s ∈ (0, 3
2
), Ds,2(R3) is continuously embedded in

L2∗s(R3), i.e., there exists cs > 0 such that(∫
R3

|u|2∗sdx
)2/2∗s

≤ cs

∫
R3

|(−∆)
s
2u|2dx, u ∈ Ds,2(R3).

We consider the variational setting of (1.1). From Theorem 6.5 and Corollary 7.2 in [13], it is known

that the space Hs(R3) is continuously embedded in Lq(R3) for any q ∈ [1, 2∗s] and the embedding

Hs(R3) ↪→ Lq(R3) is locally compact for q ∈ [1, 2∗s).

If 2t + 4s > 3, then Hs(R3) ↪→ L
12

3+2t (R3). For u ∈ Hs(R3), the linear operator Tu : Dt,2(R3) → R

defined as

Tu(v) =

∫
R3

u2vdx,



Existence of solutions for fractional Schrödinger-Poisson systems ...
10 (2019) Special Issue (Nonlinear Analysis in Engineering and Sciences), 13-23 17

By Hölder inequality and Lemma 2.1,

|Tu(v)| ≤ ∥u∥212/(3+2t)∥v∥2∗t ≤ C∥u∥2Hs∥v∥Dt,2 . (2.2)

Set

η(u, v) =

∫
R3

(−∆)
t
2u · (−∆)

t
2vdx, u, v ∈ Dt,2(R3).

It is clear that η(u, v) is bilinear, bounded and coercive. The Lax-Milgram theorem implies that

for every u ∈ Hs(R3), there exists a unique φt
u ∈ Dt,2(R3) such that Tu(v) = η(φu, v) for any

v ∈ Dt,2(R3), that is ∫
R3

(−∆)
t
2φt

u(−∆)
t
2vdx =

∫
R3

u2vdx. (2.3)

Therefore, (−∆)tφt
u = u2 in a weak sense. Moreover,

∥φt
u∥Dt,2 = ∥Tu∥ ≤ C∥u∥2Hs . (2.4)

Since t ∈ (0, 1] and 2t+4s > 3, then 12
3+2t

∈ (2, 2∗s). From Lemma 2.1, (2.2) and (2.3), it follows that

∥φt
u∥2Dt,2 =

∫
R3

|(−∆)
t
2φt

u|2dx =

∫
R3

u2φt
udx ≤ ∥u∥2 12

3+2t
∥φt

u∥2∗t ≤ C∥u∥2 12
3+2t

∥φt
u∥Dt,2 . (2.5)

Then

∥φt
u∥Dt,2 ≤ C∥u∥2 12

3+2t
. (2.6)

For x ∈ R3, we have

φt
u(x) = ct

∫
R3

u2(y)

|x− y|3−2t
dy, (2.7)

which is the Riesz potential [15], where

ct =
Γ(3−2t

2
)

π3/222tΓ(t)
.

Substituting φt
u in (1.1), we have the fractional Schrödinger equation

(−∆)su+ u+ λφt
uu = µf(u) + |u|p−2|u|, x ∈ R3, (2.8)

The energy functional I : Hs(R3) → R corresponding to problem (2.8) is defined by

I(u) =
1

2

∫
R3

(|(−∆)
s
2u(x)|2 + |u(x)|2)dx+

λ

4

∫
R3

φt
uu

2dx− µ

∫
R3

F (u)dx− 1

p

∫
R3

|u|pdx. (2.9)

It is easy to see that I is well defined in Hs(R3) and I ∈ C1(Hs(R3),R), and

⟨I ′(u), v⟩ =
∫
R3

(
(−∆)

s
2u(−∆)

s
2v + uv + λφt

uuv − µf(u)v − |u|p−2uv
)
dx, v ∈ Hs(R3). (2.10)
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Definition 2.2.
(1) We call (u, φ) ∈ Hs(R3)×Dt,2(R3) is a weak solution of (1.1) if u is a weak solution of (2.8).

(2) We call u is a weak solution of (2.8) if∫
R3

(
(−∆)

s
2u(−∆)

s
2v + uv + λφt

uuv − µf(u)v − |u|p−2uv
)
dx = 0,

for any v ∈ Hs(R3).

Definition 2.3. We say a C1 functional I satisfies Palais-Smale condition
(
(PS) condition for

short
)

if any sequence {un} ⊂ Hs(R3) such that

I(un) being bounded, I ′(un) → 0, as n → 0 (2.11)

admits a convergent subsequence, and such a sequence is called a Palais-Smale sequence
(
(PS)

sequence
)
.

Now we define the following integral momentums

Ψ(u) :=
1

2
∥u∥2 − 1

p

∫
R3

|u|pdx, Φ(u) :=
1

4

∫
R3

φt
uu

2dx−
∫
R3

F (u)dx (2.12)

Theorem 2.4. ([16]).Let E be a real Banach space and I ∈ C1(E,R) satisfy the (PS)-condition. If
I is bounded from below, then c = infE I is a critical value of I.

Theorem 2.5. ([11]).Let E be a reflexive Banach space and Φ,Ψ be two sequentially weakly lower
semicontinuous real functionals defined on E. Suppose Ψ is (strongly) continuous. Moreover, assume
that there exists x1, x2, ..., xn ∈ E, r1, ..., rn > 0, with ri + rj < ∥xi − xj∥ for all i, j ∈ {1, ..., n} with
i ̸= j, such that foe all i ∈ {1, ..., n},

(a) the functional r → inf∥x∥=r Ψ(x+ xi) is continuous in R+,
(b) Ψ(xi) < inf∥x∥=ri Ψ(x+ xi).
Then there exists ρ∗ > 0 such that for every ρ > ρ∗ the functional ρΨ+ Φ admits at least n distinct
local minimum points y1, ..., yn such that ∥x− i− yj∥ < ri for all i = 1, ..., n.

Theorem 2.6. ([12]). Let X be a Banach space and assume that I satisfies the following conditions:
(H1) there exist numbers a, r, R such that 0 < r < R and I(x) ≥ a for every
x ∈ A := {x ∈ X : r < ∥x∥ < R};

(H2) I(0) ≤ a and I(e) ≤ a for some e with ∥e∥ ≥ R.
If I satisfies the Palais-Smale compactness condition, then there exists a critical point x, in X, dif-

ferent from 0 and e, with critical value c ≥ a; moreover, x ∈ A when c = a, where c is characterized by

inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)) = c, Γ = {γ ∈ C([0, 1], X) : γ(0) = 0 and γ(1) = e}
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3. Proof of Theorem 1.1

In this section, under the condition that f may be not odd function, we give the result of the

existence of at least three solutions for problem (1.1) (i.e., Theorem 1.1). In what follows, we will

give the proof of Theorem 1.1.

Proof . Firstly, with the help of Theorem 2.5, we show that problem (1.1) has at least two weak

solutions. It follows from the conditions of Theorem 1.1 and 2.4-2.7 that Ψ,Φ are two well-defined

differentiable and sequentially weakly lower semicontinuous functionals. Moreover, Ψ is strongly

continuous and coercive. Hence, it is clear that Ψ is bounded from below in Hs(R3). Next we show

Ψ satisfies the (PS)-condition. Assume that {wn} ⊂ Hs(R3) such that {Ψ(wn)} is bounded and

Ψ′(wn) → 0 as n → ∞. Then there exist positive constants C,Cp > 0 such that

C > Ψ(wn) ≥
1

2
∥wn∥2 −

1

p
Cp∥wn∥p

In view of the above inequality, we know that ∥wn∥ is bounded. Hence, there exists w0 ∈ Hs(R3)

such that wn → w0. It follows from the definition of Ψ that

⟨Ψ′(wn)−Ψ′(w0), wn − w0⟩ = ∥wn − w0∥2 −
∫
R3

(|wn|p−2wn − |w0|p−2w0)(wn − w0). (3.1)

Noting that, by sobolev embedding theorem and Höldre inequality, we have

|
∫
R3

(|wn|p−2wn − |w0|p−2w0)(wn − w0)

≤ ∥wn∥
p−1
6

6 ∥wn − w0∥
7−p
6
6

7−p

+ |
∫
R3

|w0|p−2w0(wn − w0)| → 0

(3.2)

as n → ∞. Moreover, it is easy to see that ⟨Ψ′(wn)−Ψ′(w0), wn−w0⟩ → 0 as n → ∞. Combining 3.1

with 3.2, we deduce that wn → w0 as n → ∞. Therefore, Ψ satisfies the (PS)-condition. Theorem

2.4 implies that there exists w satisfying Ψ(w) = infHs(R3)Ψ and Ψ′(w) = 0. We claim that w ̸= 0.

Let w ∈ Hs(R3)/{0}, then Ψ(sw) < 0 for sufficiently small positive number s.

Therefore Ψ(w) = infHs(R3) < 0. Our claim is true. Moreover, the standard elliptic estimates imply

that w ∈ L∞(R3) and v > 0 follows from the strong maximum principle. we can easily deduce

from [17] and the definition of Ψ that w and −w are the unique two global minimum points of the

functional Ψ over Hs(R3). It is shown in [18] that, if u0 ∈ Hs(R3), then the real function

r → inf
∥u∥=r

Ψ(u− u0) =
r2

2
+

∥u0∥2

2
− sup

∥u∥=r

(
⟨u, u0⟩+

1

p

∫
R3

|u− u0|pdx
)
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is continuous in R+. Now we claim that, for each fixed r ∈ (0, 2∥w∥),

inf
∥u∥=r

Ψ(u± w) > inf
Hs(R3)

Ψ = Ψ(±w) (3.3)

If not, without loss of generality, suppose that there exists r0 ∈ (0, 2∥w∥) such that

inf
∥u∥=r0

Ψ(u+ w) = inf
Hs(R3)

Ψ (3.4)

The argument is same as the case where

inf
∥u∥=r0

Ψ(u− w) = inf
Hs(R3)

Ψ

So we only consider the case 3.4. It follows from 3.4 that there exists a sequence {un} ⊂ Hs(R3)

with ∥un∥ = r0 such that

lim
n→∞

Ψ(un + w) = inf
Hs(R3)

Ψ

From this, up to subsequence, again denoted by {un}, we have un → u∗ in Hs(R3). Therefore, by

using Sobolev embedding theorem we have

0 = lim
n→+∞

Ψ(un + w)−Ψ(w)

= lim
n→+∞

(
r20
2
+

∥w∥2

2
+ ⟨un, w⟩ −

1

p

∫
R3

|un + w|pdx
)
−Ψ(w)

=
r20
2
+ ⟨u∗, w⟩+ 1

p

∫
R3

(|w|p − |u∗ + w|p)dx.

(3.5)

If we put B1 = {x ∈ R3 : u∗ ̸= 0}, then |B1| > 0. Or else, by (3.5), it would be r0 = 0, against the

choice of r0. On the other hand, if we put B2 = {x ∈ R3 : u∗ ̸= −2w}, then |B2| > 0. Otherwise,

again by (3.5), it would be r0 = 2∥w∥, which contradicts with the choice of r0. Consequently, the

function u∗ + w is different from w and −w. So it follows from Fatou lemma,Sobolev embedding

theorem and Ψ(w) = infHS(R3) Ψ

Ψ(w) = lim
n→+∞

Ψ(un + w) (3.6)

= lim
n→+∞

∫
R3

[
1

2
|(−∆)

s
2 (un + w)|2 + |un + w|2 − 1

p
|un + w|p]dx

≥
∫
R3

[
1

2
|(−∆)

s
2 (u∗ + w)|2 + |u∗ + w|2 − 1

p
|u∗ + w|p]dx > Ψ(w),

which is impossible. Hence, 3.3 holds. Fix r ∈ (0, ∥w∥), then it is easy to check that all the hypotheses

of theorem 2.5 are fulfilled if we take n = 2, r1 = r2 = r and x1 = −x2 = w. Hence there exists
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ρ∗ > 0 such that for all ρ > ρ∗ the functional ρΨ + Φ contains at least two distinct local minimum

points uρ
1, u

ρ
2 satisfying

max{∥uρ
1 − w∥, ∥uρ

2 + w∥} < r.

Indeed, such minimum points are critical points of the same functional. Hence, if we put µ∗
1 =

1
ρ∗

, we

have that, for all µ ∈ (0, µ∗
1), functional Ψ+ µΦ admits at least two critical points u∗

1, u
∗
2 such that

max{∥u∗
1∥, ∥u∗

2∥} ≤ 2[∥w∥+ r].

That is, problem (1.1) admits at least two weak solutions for λ = µ ∈ (0, µ∗
1).It is easy to see that, for

µ = 0, the same conclusion holds and the two weak solutions are exactly w and −w. Now, consider

the functional

Φ1(u) = −Φ(u) =

∫
R3

F (u)dx− 1

4

∫
R3

φt
uu

2dx

defined for all u ∈ Hs(R3). Repeating the same above argument applied to Φ1 and Ψ, we eas-

ily deduce that there exists µ∗
2 such that the previous conclusion holds for all µ ∈ (−µ∗

2, 0). Put

σ = 2[∥w∥ + r] and J = (−µ∗
2, µ

∗
1), then problem (1.1) contains at least two weak solutions whose

norms are less or equal that σ.

Secondly, using a Mountain Pass Theorem (see Theorem 2.6), we will find the third weak solution

for problem (1.1). We show that Ψ+ µΦ satisfies the (PS)-condition. Assume that un is a sequence

in Hs(R3) such that {Ψ(un) + µΦ(un)} is bounded and Ψ′(un) + µΦ′(un) → 0 as n → +∞.

By (2.9),(2.10) and (2.12), there exist two positive constant a1, a2 such that

a1 + a2∥un∥ ≥ Ψ(un) + µΦ(un)−
1

4
[Ψ′(un)un + µΦ′(un)un]

≥ 1

4
∥un∥2 − (

1

p
− 1

4
)

∫
R3

|un|pdx+ µ

∫
R3

(
1

4
f(un)un − F (un))dx

≥ 1

4
∥un∥2 − (

1

p
− 1

4
)C∥u∥p + µ(c1C∥u∥+ c2C∥u∥q)

for µ ∈ J . in view of the earlier inequality, using the fact that p, q < 2 we conclude that {un} is

bounded in HS(R3) for µ ∈ J and, up to subsequence,

un → u in Hs(R3)

un → u in Ls(R3) for 1 ≤ s < 6

un(x) → u(x) a.e. in R3

(3.7)

Hence, Ψ′(un)(un − u) + µΦ′(un)(un − u) = on(1), that is

⟨un, un − u⟩+
∫
R3

(µφt
un
un − µf(un)− |un|p−2un(un − u))dx = on(1) (3.8)
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From 2.4, we have ∫
R3

µφt
un
un(un − u)dx = on(1) (3.9)

Using (f), (3.7) and 1 < p < 2, we obtain∫
R3

µf(un)(un − u)dx = on(1) and
∫
R3

|un|p−1un(un − u)dx = on(1) (3.10)

Therefore, combining 3.9, 3.10 with 3.8, we get

⟨un, un − u⟩ = on(1) (3.11)

With the help of the fact that ⟨un, un − u⟩ = on(1), we deduce that un → u in Hs(R3). In fact,

the two weak solutions u∗
1, u

∗
2 turn out to be the global minimum points for the restriction of the

functional Ψ+ µΦ to the set Br(w) and Br(−w), respectively. Therefore, by applying Theorem 2.6,

for every µ ∈ J , we can get a critical points u∗
3 of Ψ+ µΦ different from u∗

1 and u∗
2 such that

Ψ(u∗
3) + µΦ(u∗

3) = c(µ) (3.12)

where

c(µ) = inf
γ∈Γµ

sup
t∈[0,1]

(Ψ(γ(t)) + µΦ(γ(t))),

and

Γµ = {γ ∈ C([0, 1], Hs(R3)) : γ(0) = u∗
1 and γ(1) = u∗

2}

Note that, for every µ ∈ J and t ∈ [0, 1], if we take

γ0(t) = tu∗
2 + (1− t)u∗

1

then γ0 ∈ Γµ and ∥γ0(t)∥ ≤ σ. Consequently, for µ ∈ J we have

c(µ) = inf
γ∈Γµ

sup
t∈[0,1]

(Ψ(γ(t)) + µΦ(γ(t)))

≤ sup
t∈[0,1]

(Ψ(γ0(t)) + µΦ(γ0(t)))

≤ σ2

2
+ |µ|(1

4
C∥γ0(t)∥4 + sup

t∈[0,1]

∫
R3

|F (γ0(t))|dx)

≤ σ2

2
+ (µ∗

1 + µ∗
2)(

1

4
Cσ4 + c1Cσ + c2Cσq) := C∗

(3.13)
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It follows from 3.12 and (3.13) that

C∗ ≥ c(µ) = Ψ(u∗
3) + µΦ(u∗

3)−
1

4
[Ψ′(u∗

3)u
∗
3 + µΦ′(u∗

3)u
∗
3]

≥ 1

4
∥u∗

3∥2 − (
1

p
− 1

4
)

∫
R3

|u∗
3|pdx+ µ

∫
R3

(
1

4
f(u∗

3)u
∗
3 − F (u∗

3))dx

≥ 1

4
∥u∗

3∥2 − (
1

p
− 1

4
)C∥u∗

3∥p + µ(c1C∥u∗
3∥+ c2C∥u∗

3∥q).

(3.14)

Since p, q < 2, for µ ∈ J , there exists a positive constant C2 such that ∥u∗
3∥ ≤ C2. Therefore, let

L = max{σ,C2}, then we have max{∥u∗
1∥, ∥u∗

2∥, ∥u∗
3∥} ≤ L for all µ ∈ J . This completes the proof

of Theorem 1.1. □

References
[1] V. Benci and D. Fortunato, An eigenvalue problem for the Schrödinger-Maxwell equations, Methods Nonlinear

Anal. 11 (1998) 283�293.
[2] D. Ruiz, The Schrödinger-Poisson equation under the effect of a nonlinear local term, J. Funct. Anal. 237 (2006)

655-674.
[3] S. Guo and Z. Liu, Multiplicity results for nonlinear Schrödinger-Poisson systems with subcritical or critical

growth, J. Koran Math. Soc. 53 (2016), 247-262.
[4] N. Laskin, Fractional quantum mechanics, Phys. Rev. E 62 (2000) 3135-3145.
[5] N. Laskin, Fractional Schrödinger equation, Phys. Rev. E 66 (2002) 56-108.
[6] R. C. Duarte, M. A. S. Souto, Fractional schrödinger-poisson equations with general nonlinearities, Elec. J. Diff.

Equ, 319 (2016), 1-19.
[7] X. Feng, Nontrivial solution for Schrödinger-Poisson equations involving a fractional nonlocal operator via per-

turbation methods, Z. Angew. Math. Phys. 67 (2016) Art. 74, 10 pp.
[8] X. Liu, J. Liu, Z. Wang, Quasilinear elliptic equations via perturbation method, Proc. Amer. Math. Soc. 141

(2013) 253-263.
[9] Z. Wei, Existence of infinitely many solutions for the fractional Schrödinger-Maxwell equations, arXiv:1508.

03088v1.
[10] Li, Kexue. Existence of non-trivial solutions for nonlinear fractional Schr�dinger�Poisson equations, Applied

Mathematics Letters 72 (2017): 1-9.
[11] G. Anello, A multiplicity theorem for critical points of functionals on reflexive Banach spaces, Arch. Math. 82

(2004), 172-179.
[12] P. Pucci and J. Serrin, A Mountain Pass theorem, J. Differential Equations 60 (1985), no. 1, 142-149.
[13] E. Di Nezza, G. Palatucci, E. Valdinoci, Hitchhiker’s guide to the fractional Sobolev spaces, Bull. Sci. Math. 136

(2012) 521-573.
[14] A. Cotsiolis, N.K. Tavoularis, Sharp Sobolev type inequalities for higher fractional derivatives, C. R. Math. Acad.

Sci. Paris 335 (2002) 801-804.
[15] E. M. Stein, Singular Integrals and Differentiability Properties of Functions, Princteon University Press, Princeton,

NJ, 1970.
[16] M. Struwe, Variational Methods, Application to Nonlinear Partial Differential Equation and Hamiltonian System,

Springer-Verlag, 2007.
[17] H. Brezis and L. Oswald, Remarks on sublinear elliptic equations, Nonlinear Anal. 10 (1986), no. 1, 55-64.
[18] M. Schechter and K. Tintarev, Spherical maxima in Hilbert space and semilinear elliptic eigenvalue problems,

Differential Integral Equations 3 (1990), no. 5, 889-899.


	Introduction
	 Variational setting and preliminaries 
	Proof of Theorem 1.1

