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Abstract

The Kalman filter (KF) compare with the ridge regression backpropagation algorithm (RRBp) by
conducting a numerical simulation study that relied on generating random data applicable to the
KF and the RRBp in different sample sizes to determine the performance and behavior of the two
methods. After implementing the simulation, the mean square error (MSE) value was calculated,
which is considered a performance measure, to find out which two methods are better in making an
estimation for random data.
After obtaining the results, we find that the Kalman filter has better performance, the higher the
randomness and noise in generating the data, while the other algorithm is suitable for small sample
sizes and where the noise ratios are lower.
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1. Introduction

Rudolf Emil Kalman was born on May 19 th, 1930 in Budapest, Hungary. It was 1958 that he dis-
covered the Kalman filter for the first time. He’s revolutionized the subject in 1960 and 1961 with his
articles on the Kalman filter [10] is a collection of mathematical equations that, in a way that reduces
the mean squared error, provides an effective (iterative) computational method for estimating the
state of a process [23]. A series of statistical measurements observed over time were used that con-
tained noise of various types, and generating unknown estimates appeared to be more reliable than
those measurement-based variables [14]. The Kalman filter is used successfully in many practical
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applications such as target tracking, navigation, positioning and control, and signal processing due
to the optimization, simple implementation, and low computational complexity [7].
Hoerl and Kennard were the first to suggest the principle of ridge regression in 1970 [25]. is a biased
estimated regression way, it is basically the modified least squares way and uses the ridge regression
way in analyzing interlaced linear data. This method acquires more accurate and realistic regression
coefficients by abandoning non-bias in the least squares estimation [15].is one of the most intriguing
areas of research. The relevance of the problem it addresses, collinearity in the form of multiple
linear regression and as well as the suitability of the technique to be easily applied in practice based
on an analysis of the so called ridge trace contributed to the popularity of this subject [16]. Ridge
regression (RR),One of the linear regression techniques, has been used in a variety of science and
technology areas [3].
Rumelhart and McClelland in 1986 suggested the Back Propagation Neural Network (BPNN). It is
belong to belongs to machine learning modeling approach which is a multi-layer feed-forward net-
work. [26]. This network is trained using error backpropagation algorithm. It is the most utilized
neural network [26]. The explain of this algorithm was mentioned by Rumelhart (1986), he displaied
severla real world contexts and systematic method for training multiple (three or more) layered ar-
tificial neural networks [1]. There are several BPNN implementations on marketing, bioinformatics,
medicine, engineering, among others [9].
Using of Kalman filter was a time varying process disruption in a space of building. The process
disturbance refers a synthetic composite oflosses and heat gains generated by airflows and internal
heat sources. Internal heat sources and airflows are challenging to calculate and estimate due to
their time-lag effect and dynamic nature on the indoor environment. An estimation of Kalman filter
method was used to resolve this problem. Based on virtual and real-world tests, Find out by the
researcher [9]. The Kalman filter can be used to estimate time-varying process disturbances in a
building space.
Recent algorithms for subspace clustering that make use of sparse or low-rank representations perform
clustering by factoring in errors and noises into their objective functions. After that, the similarity
matrix is solved by alternating direction method of multipliers. These algorithms are time intensive
to implement due to the iterative nature of the operation. The researcher presents an a new sub-
space clustering algorithm based on ridge regression. Experiments on face datasets show that the
suggested approach increases the precision and robustness of clustering performance. Additionally,
the proposed approach reduces the computational complexity [25].
The capacity of the neural network (ANN) was studied in regular NASDAQ stock exchange rate
predicting, that was investigated by both of the researchers, [24]. The back propagation algorithm
was used to train some feed forward ANNs, which were then evaluated. The short-term historical
stock prices , as well as the day of week, were used as inputs in this study’s methodology.
In 2019,the estimation and prediction by kalman filter has been widely used in the lumped system
parameters [12].
In 2020 the researcher proposed a new error variance estimator and defined its approximate prop-
erties via on ridge regression and stochastic matrix theory. The suggested estimator worked well in
both uninterrupted and sparse cases, and is accurate for both low and high dimensional models [13].
The word ”voice recognition” is one of the most terms in the biometric technologies. It is used to
authenticate any device using voice features rather than photos. The goal of the researcher’s study
is to develop a method for voice recognition by comparing the speaker’s voice signal to previously
registered voice signals in a database using back propagation algorithm in neural networks [6].
Corona Virus Disease 2019 (COVID19) has arisen as a global medical emergency in the contemporary
moment. In 2020 an article was written by researchers [20]. after numerous studies and research on
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the latest data on COVID19 diffusion. After collecting data from a variety of sources, it is passed
and merged into variety models of machine learning. Random Forest Ensemble Learning Technique
provides a high assessment score for the tested samples. This approach allows for the identification
and analysis of many Important factors that contribute to diffusion. Additionally, linear correlations
between different features are plotted using the Pearson Correlation matrix’s heat map. Finally, the
Kalman Filter is used to estimation the Future diffusion of SARS-Cov-2 which shows good results
on tested samples.
Double Feed Induction Generator (BDFIG) has broad potential for its high reliability and low main-
tenance costs. To achieve high tool and control modeling, BDFIG impedance, and inductors are
essential. Notwithstanding this, current identification methods require knowledge of the professional
structure or excitement and special criteria, or only a discretionary portion of the parameters. As
a result, the researcher proposed a model for determining complete multi-layered parameters based
on the background diffusion algorithm of BDFIG, which was constructed using electrical quantities
as nodes and parameters as adjustable weights and used electrical quantities measured from normal
processes as data. Depending on the fitting error obtained by comparing the model output with the
easy-to-measure references, the BP algorithm is applied to update the weights until the error is small
enough [28].
In this article, the comparison between two estimation methods will implement in simulation study
to know the performance of randomness estimation.

2. Kalman Filter (KF)

Kalman Filter algorithm was first time published in Rudolf E. Kalman’s paper ”A New Approach
to Linear Filtering and Prediction Problems” in 1960 [27]. For optimal linear filtering of static
random processes, it can be said that the Kalman filter (KF) is the most popular algorithm that
provides optimal estimates in the minimum mean squared error (MMSE) [4]. A discrete-time Kalman
filter is built, for state estimation xk of the discrete models ,which includes a prediction phase and
an updating phase, also known as a priori estimation x̂−k and a posteriori estimation, .as for the
priori state estimation, there is a measurement up to k − 1 steps, and in the subsequent there is a
measurement up to k steps. We work to estimate the initial state of x̂0 and the covariance P0 as a
first step as follows :

x̂0 = E [x0]

P0 = E
[
(x0 − x̂0) (x0 − x̂0)

T
]

The algorithm of the Kalman filter is summarized as follows:

F Linear Process and Measurement Models

� Process Equation: xk = Ak−1xk−1 + wk−1

� Measurement Equation: yk = Hkxk + vk,

where,
A: is the transition matrix taking the state xk−1 from time k − 1 to time k.
wk: The process noise is assumed to be additive, white, and Gaussian, with zero mean and
with covariance matrix Q, i.e., wk ∼ N(0, Q).
yk: is the observable at time k.
H: is the measurement matrix.
vk: The measurement noise is assumed to be additive, white, and Gaussian, with zero mean
and with covariance matrix R, i.e., vk ∼ N(0, R).
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F Prediction phase:

� Predicted state estimate x̂−k = Ak−1x̂
+
k−1

� Predicted error covariance P−k = Ak−1P
+
k−1A

T
k−1 +Qk−1

F Update phase:

� Kalman gain Kk = P−k H
T
k

[
HkP

−
k H

T
k +Rk

]−1
� Updated state estimate x̂k = x̂−k +Kk

[
yk −Hkx̂

−
k

]
� Updated error covariance Pk = [I −KkHk]P−k [24, 4, 5]

3. Ridge Regression (RR)

The way to overcome the presence multicollinearity is called Ridge Regression (RR). This method
works on the tying the constant P with the value of estimated parameters, wher P is a finite positive.
Using this principle, it is equivalent to adding a constant k to the diagonal of the X ′X matrix. Ridge
constant is the name given to this constant k. Ridge regression produces biased estimates based on
the constant k. The modification of the ordinary Least Squares approach (OLS). This modification
enables the coefficients of regression for the biased estimators. Instead of focusing on smaller MSE of
regression coefficients, it must be used unbiased estimator to obtain the closest values of estimated
parameters. Consider the following standard multiple linear regression model:

Y = Xβ + ε (3.1)

Where, Y is vector (n×1) of the dependent variable values ,X is a matrix with size (n×p), P predictor
variables values, and this matrix (1 × p), β is vactor (p× 1) of unknown regression coefficients, and
ε is vactor (n× 1) of random variables.
Let

β̂Rid = (X ′X +KI)
−1
.X ′Y (3.2)

be the estimator of ridge, then for any k ≥ 0
Where,I is identity, and K value that can be calculated using the following formula:

K =
ps2e

β̂′olsβ̂ols
(3.3)

Where β̂ols is the vector of estimators by (OLS)

β̂ols = (X ′X)
−1
.X ′Y (3.4)

and

s2e =

∑n
i e

2
i

n− p
(3.5)

Where, e2 is the MSE by (OLS) [8, 18].
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4. Backpropagation Algorithms (BP)

is a fast and simple iterative process that typically performs well, even with complex data [11].
Backpropagation of error Backpropagation is the most widely used algorithm for training deep neural
networks and is the most successful learning procedure for these networks [19]. In the strategy of back
propagation algorithm, the neural network received the input data repeatedly, and for each iteration
of the training process, each neural network output presentation is compared to the result required
to calculate the error. This error is transmitted to the neural network and is used to adjust the
weights so that the error decreases with each iteration. So, the neural model gradually approaches
the desired output [2].
By means of Eq.(4.1), the input data is presented to the hidden layer hi1 , where xi0 represents the
data for the input layer and wi0i1 is weights

hi1 =
n0∑

i0=1

wi0i1xi0 (4.1)

In Eq.(4.2) The sigmoid activation function is used to obtain the answer of the hidden layer vi1

vi1 =
1

1 + e−hi1
(4.2)

The output to the output layer is Ni2 , which is expressed in Eq.(4.3) as follows

Ni2 =
n1∑

i1=1

wi1i2vi1 (4.3)

In Eq.(4.4) The sigmoid activation function is used to obtain the answer of the output layer Oi2

Oi2 =
1

1 + e−Ni2
. (4.4)

These weights should be adjusted (updated) to get the least possible error. Using Eq.(4.5), the mean
squared error is determined as follows

Error =
1

2

n2∑
i2=1

(
Od

i2
−Oi2

)2
, (4.5)

where the desired (target) output is Od
i2

and ANN actual output is Oi2.
To obtain the updated weights through the standard gradient descent approach, Eq.(4.6) is given as
follows

wi1i2 (new) = wi1i2 (old) + ηδOi2
vi1 (4.6)

where wi1i2 are the weights associated between the neurons of the output layer and the neurons of
the hidden layer, η is the learning rate and

δOi2
=
(
Od

i2
−Oi2

)
Oi2 (1 −Oi2)

It is called the back propagation error from the neurons layer of output to the hidden layer neurons
within weights. The answer of hidden layer is expressed as vi1 . Same process is practiced to update
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the weights between input layer and hidden layer neurons.
Associated gradient descent approach is shown as Eq.(4.7)

wi1i2 (new) = wi1i2 (old) + ηδhi1
xi0 (4.7)

where wi1i2 are the weights associated between the neurons of the hidden layer and the neurons of
the input layer,

and δhi1 = vi1 (1 − vi1)
n2∑

i2=1

δOi2
wi1i2 it is known as the error back propagated from the hidden layer

neurons to the input layer neurons through weights.

5. Ridge Regression Backpropagation Algorithm (RRBp)

This method is based on ridge regression using the back propagation algorithm. This algorithm
is called the Ridge Regression Backpropagation Algorithm.
ridge regression and the back propagation algorithm are combined in this method. First and foremost,
in this context, the goal is:

t = f(x) (5.1)

So, to calculate the desired output
(
t̂ = f̂(x)

)
, which is to say, we’re going to estimate the objective.

They used the back propagation algorithm technique and ridge regression approach to find output
after to calculate β̂ as seen in Eq.(5.3) below. The weights will be modified as follows:

δ =
(
t− t̂

)
+ β̂ ∗

(
1 − t̂

)
∗ t̂, (5.2)

where,
β̂ = (X ′X +KI)

−1
.X ′Y [18] (5.3)

6. Implementation of Simulation

In recent times, simulation has played a fundamental role in scientific and applied studies due to
its prominent effect in saving effort, time and cost. Therefore, we decided to apply this study in a
digital simulation by generating random data from different sample sizes (30, 50, 100, 500). A random
data control was made for the accuracy of the results. These data were used in the two methods,
the Kalman filter and a modified of Backpropegation, that was proposed in a previously published
research paper, it is called ridge regression backpropagation (RRBp). The number of epoch was
(10000). To measure the accuracy of the performance of the two methods, mean square error (MSE)
was used. The following table shows the details of the results obtained after the implementation of
the simulation.

Table 1: The Mean Square Error of Kalman Filter and Ridge Regression Backpropagation Algorithm.

Sample size
MSE

KF RRBp
30 0.1268 0.0013
50 0.0911 0.0027
100 0.0411 0.0064
500 0.0084 0.0368
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Through Table 1. above note that the following points:

1. The mean square error of a Kalman filter decreases as the sample size increases. This means
that this filter has the ability to reduce the effects of random noise.

2. In the algorithm, we notice that the mean square error begins small at the sample size (30),
but it increases increasing as the sample size increases. Despite this, this error value remains
acceptable for these types of study.

Figure 1: The Performance of Data in the Simulation with Sample Sizes (30, 50,100,500) Respectively. Column (A)
Represent the KF and Coulumn (B) represent the RRBp

The above figure shows the behavior of random data estimating in the Kalman filter and the ridge
regression backpropagation algorithm. The data represented with the real and estimated values for
all sample sizes that were used in this study. The first column of Figure 1 has the four sample
sizes plots for Kalman filter, while the second one has the plots for ridge regression backpropagation
algorithm. As the first part shows the comparison between the algorithms in sample size (30), as
well as for samples (50, 100 and 50), respectively. There is a clear difference between the real and
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the speculative data in the sample size (30) using the KF method while we do not notice this in the
RRBp algorithm.

7. Conclusion

There are many estimation methods and they overlap with each other, and hybrid estimation
methods have been found that combine the best of them in order to find ideal methods. In this
study, the Kalman filter (KF) and the neural network method represented by the ridge regression
backpropagation algorithm (RRBp) were compared through a simulation study and used of random
data for different sample sizes to find out the behavior of these two methods. The conclusion of this
study that the error value is the best possible in the Kalman filter when the sample size is large.
While the performance of the RRBp algorithm is better at the smaller sample size.
This indicates the ability of the Kalman filter to control random noise in big data, while despite the
quality of the RRBp algorithm, it loses its ability little by little with increasing randomness. This
conclusion applies to the current study and similar studies.
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