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Abstract

It is a challenge in the real application when modelling the relationship between the response variable
and several explanatory variables when the existence of collinearity. Traditionally, in order to avoid
this issue, several shrinkage estimators are proposed. Among them is the Kibria and Lukman esti-
mator (K-L). In this study, a jackknifed version of the K-L estimator is proposed in the generalized
linear model that combines the Jackknife procedure with the K-L estimator to reduce the biasedness.
Our Monte Carlo simulation results and the real data application related to the inverse Gaussian
regression model suggest that the proposed estimator can bring significant improvement relative to
other competitor estimators, in terms of absolute bias and mean squared error.

Keywords: Collinearity, K-L estimator, Inverse Gaussian regression model, Jackknife estimator,
Monte Carlo simulation

1. Introduction

Statistical modeling is essential in many scientific research areas because it explains the rela-
tionship between the response variable of interest and a number of explanatory variables. In linear
regression model, there is assumption that the response variable must have normal distribution. In
many real applications, however, this assumption may not hold. In medical sciences, for instance,
the response variable can be positively skewed. Therefore, using linear regression model may not be
suitable. Generalized linear model (GLM) is a broad class of regression models which it is gaining
popularity as a statistical modeling method for continuous and discrete response variable [4, [5] [6] 7, [8].
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In real applications, the design data matrix X has multicollinearity between explanatory vari-
ables, and, therefore, X7 X is singular or can be inflating the variance of the maximum likelihood
estimator (MLE). Therefore, the traditional estimation methods, such as MLE, tend to perform
poorly. The ridge, Liu, Liu-type, and others estimator that given by several authors is an alternative
to MLE to overcome the multicollinearity in linear regression model [20], 27]. These estimators have
been extended to the GLMs [31], 37, [40] 22} 32, 24, 2], 26|, 42].

Although the powerful of these shrinkage estimators, but they have a smaller bias. It is possible to
reduce bias by applying a jackknife procedure to these estimators. This procedure enables processing
of experimental data to get statistical estimator for unknown parameters. The advantage of the
jackknife procedure is that it presents an estimator that has a small bias while still providing beneficial
properties of large samples [25, [41], [3].

The main objective given in this paper is to use Jackknife approach with the new ridge-type
estimator (K-L estimator) of [23]. Our proposed estimator will efficiently help to decrease the biasness
of K-L estimator in GLM. The superiority of our proposed estimator in different simulated examples
and a real data application is proved.

2. K-L estimator in GLM

The nonlinear relationship between the response variable and the predictors can be transformed
to linear relationship in GLM by linking them with a differentiable and monotonic link function
[33]. “In GLM, the response variable belongs to the exponential family that includes normal, inverse
Gaussian, and gamma distributions.

Assume that (y;,x;),7 = 1,2,...,n is independent observed data with the predictor vector x; €
RP*1 and the response variable y; € R which follows a distribution that belongs to the exponential
family. Then, the density function of y; can be expressed as

o yiti — a1(0;)
f(wi; 03, ) el’p{—%(@

where a;(.),as(.), and c¢(.) are specific functions corresponding to the related distribution of Eq.
(1). The parameter ¢; represents the natural (canonical) parameter, and the parameter ¢ > 0 is
representing the dispersion parameter. The mean and the variance of Eq. (1) are, respectively,
defined as E(y;) = p; = day(0;)/9(0;) and V(y;) = az($)0%a1(60;)/907 . In GLM, the mean of the
response variable, u; = E(y;), is conditionally related to a linear function of predictors through a link
function. The linear function is stated as n; = By + Zle xi;B; = xl B with a] = (1, 242, i3, - . ., Tip)
and B = (Bo, b1, .-, B,)". The link function is providing the relation of the mean and the natural
parameter as f; = g~ (1;) = g~ (2] B) .

The parameter estimation in the GLM is achieved through using the MLE based on the iteratively
reweighted least-squares algorithm. The log-likelihood of Eq. (1) is defined

18.6)=SB) = {WQ—T?;)(M

i=1
Then, the MLE is derived by equaling the first derivative of Eq. (2) to zero as:
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Equation (3) cannot be solved analytically because it is nonlinear in 3. Fisher-scoring algorithm can
be used to obtain the MLE where in each iteration, the parameter is updated by

B = g0 4+ 1718 S(BM) (4)

where I71(3) = (—E(0%1(8,¢)/0B0BT))~. After that, the estimated coefficients are defined as is
updated by

Bue = (X"TWX) ' X"Wa (5)

where W = diag[(du;/9m:)2/V ()] and 1 is a vector where i element equals to 4; = fi; + [(y; —
f;)(Opi/On;)] . The MLE is distributed asymptotically normal with a covariance matrix as

corBurn) = | -5 (500 )] XWX (6)

In the presence of multicollinearity, the (X7W X) < rank(X) , and, therefore, the near singularity
of (XTW X)) makes the estimation unstable and enlarges the variance [28]. The ridge estimator
(RE) [20], Liu estimator [27] and their extensions have been consistently demonstrated to be an
attractive and alternative to the MLE, when the multicollinearity exists”.

3. Jackknifing K-L estimator in GLM

In 2020, Kibria and Lukman proposed a new ridge-type estimator for the linear regression model.
This proposed estimator is called as Kibria-Lukman (KL) estimator, which is defined as [23]:

Brr = +KX"X)™) (I = MX"X)")(XTX)' X"y (7)

where k£ > 0 is the shrinkage parameter. The estimator B is biased but more stable and has less
mean square error than the ordinary least square estimator. For the GLM, Eq. (7), Bxr_gLm , can
be defined as [29, [30].

Brr—cin =T +k(XTWX) ™)' (I - k(XTWX) )Y X"TWX) ' X"Wa (8)
The bias and variance of Eq. (8) are defined as, respectively,

Bias(Brr—com) = —2kQ(X"WX + kI) '« (9)

Variance(Bxr—cru) =0Q(X WX + kI X" WX — kI) " {(X"WX)™!
(XWX +EINHX"WX — kI)'Q" (10)

where ¢ is the dispersion parameter, Q = (¢1,¢2, - - ., gp) represents the matrix of eigenvectors of the
XTW X matrix, and a« = QT3 . In simple way, the mean square error (MSE) of Eq. (8) can be
written as

P P 2

; - (A —k)? o
MSE(Brr-arm) —¢;W+4k2;m (11)
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Shrinkage estimators are biased estimators. In linear regression model, Singh et al. [43] proposed the
Jackknife procedure to alleviate the problem of bias in generalized ridge estimator. The theoretical
and application of the jackknife estimator have been studied by several authors [36] [I8), [T}, 25, [44] [45]
10} 11, 411, 142, (38, [15], 351, 139, [34), 29], 30, @, [3], 4], 5], 38, [7, [12], 13, [14].

The proposed estimator, Jackknifed K-L estimator (JKL-GLM), in GLM can be expressed and
derived. Let A = diag(\1,...,\,) is the matrix of eigenvalues of the XTW X matrix, such
thatQTXTWXQ = MTWM = A , where M = X@Q . Consequently, the MLE estimator of
Eq. (5) can be re-written as

Buire = QOuiLy (12)
where Oy = A*MTW 4 . As a result, the KL-GLM estimator of Eq. (8) is re-written as
Ok =A+ED  (A—KI) " 'M"Wa (13)

Following the idea of Jackknife approach [19], let w(_;, m_;) , and W (_;) , respectively, are the ith

row deleted from the vector u, theAith row deleted from the matrix M, and the " row and column

deleted from the matrix W. Let Ok gy be given by Eq. (12) with replacing M, W, and u by

M(,i), W(,i), and U(—y) thus,

Oxr_cry(—i = (M(:,;z‘)w(fi)M(fi) + kI)_l(M(:Ci)W(fi)M(fi) — kI)_lM(jli)W(fi)’a(fi) (14)

where (M, (T_ Z»)VAV(_I-) M _; F kI)7! is calculated according to Sherman-Morrison Woodbury theorem.

Consequently, Eq. (13) can be expressed as

(M™W M + kI (M™WM — kI 'm” (4; — mT0x1_cru)

1—mI(MTWM + kI~ (MTWM — kI)-'m,

Using the weighted pseudo values [19], which are calculated as

T, = Ok +n(l —mI(MT"WM + kI (MT™WM — kI "'my) 0k - — Oxi—cru(—i))
(16)

éKLfGLM(fi) = éKLfGLM - (15)

Then, our proposed estimator, JKL-GLM, is defined as
éJKL_GLM = éKL—GLM + (MTWM + kI)il(MTWM — /{ZI)il Zm?(ﬁl — m?éKL_GLM) (17)

i=1
The bias, variance and MSE of 0 JKL—cLMm is respectively defined as
) (I — 2k(M™W M + kI)™']?
BiGS(HJKL,GLM) = . 7] (18)
I+ 2k(MTWM + kI~ -1
Variance(0 k1 —cru) =0T — (2k(MT™W M + EI")?2(M"W M + kI)™!
[T — (2k(MTW M + kI)"Y)]?, (19)

N+ k)2 —4k2)% (N — k)2
XA+ k)©

P
MSE(0x1-cru) ¢Z
7=1

P 2(\j +3k) — (N + k)P a2
> EYENAL (20)

J=1
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4. Theoretical comparison between 07k _grv and Ok _grLvm

With availability of different estimators for a parameter in the regression model, it is of interest to
compare their performances in terms of MSE. For two given estimators B 4 and ,8 g of B the estimator
Bp is said to be superior to 85 under the MSE criterion if and only if A = MSE(84)—MSE(Bg) > 0.

Lemma 4.1. [17] Let G is a p X p positive definite matriz, b is a p x 1 vector, and c is a positive
constant. Then ¢G=" is a nonnegative definite if and only if bTGb < ¢ is hold

Theorem 4.2. The proposed estimator OAJKL,GLM 18 superior to estimator HAKL,GLM if and only if

0TI — 2k(M™W M + kI) ™' ’[1 + 2k(MT™W M + kI)7'| — 1]

(G(MTWM — kI (M™WM) " \(M" WM + kI — ¢ [I — (2k(MTW M + kI)™)? i

(MTW M) [T~ k(MW M + kI)™)|" + 482(MTWM + k)67 6]

[I —Ok(MTW M + kI)—l} CL 4 2(MTW M + k1)~ — 1)0 < 1 (21)

Proof . The difference between MSE(éJKL_GLM) and MSE(éKL_GLM) is

odiag { 1 (Aj - k)2 (N R = 4R (N — k) }Z’_l (22)

A\ +E Ai(A; +E)©

Consequently,

[QS(MTWM YR (MTW M) (MTWM + k)% — ¢ [I — (2k(MTWM + kI)—1)2] 1
(MTW M) [I ~ 2k(MTWM + k;I)’l)] i (23)
is positive definite provided

(A — k)25 + k) > (0 + k)2 — 4k%)7 () — k)? (24)

the proof is completed. [

5. Simulation results

In this section, a Monte Carlo simulation experiment is used to examine the performance of JKL-
GLM with different degrees of multicollinearity for the inverse Gaussian regression model (IGRM).
“The IGRM has been widely used in industrial engineering, life testing, reliability, marketing, and
social sciences [4 5, 6, [7, &, 10, 11, T2, 13]. It considered as an GLM. Specifically, IGRM is used
when the response variable under the study is positively skewed.

The response variable is drawn from inverse Gaussian distribution y; ~ IG(u;, ¢) with sample
sizes n = 50,100 and 200 , respectively, where ¢ € {0.5,3} . The explanatory variables &! =
(i1, Ti2, - . ., iy ) have been generated from the following formula

xij: (1—p2)1/2l/1/,-j—|—pWip, i:1,2,...,n,j:1,2,...,p (25)
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where p represents the correlation between the explanatory variables and Wj; ’s are independent
pseudo-random numbers. The number of p is 4, 8, and 12, the values of p are 0.90, 0.95, and 0.99
are considered. The log link function is investigated, which is defined as

pi =exp(xlB), i=1,2,....n (26)

Here, the vector B is chosen as the normalized eigenvector corresponding to the largest eigenvalue
of the XTW X matrix subject to 873 = 1 [22]. In addition, the in Eq. (25) are generated from
normal distribution (0,1). The estimated average MSE and the average absolute bias are calculated
as

MSE(Bicre) = Z - B) (27)
1000
Bias(8 1000 Z ’ﬁ B (28)

where R equals 1000 corresponding to the number of replicates used in our simulation. All the
calculations are computed by R program. The optimum value of k£ can be obtained by using Hoerl
et al. [21] formula as

(29)

where é is the estimated dispersion parameter which is calculated by

n

b= 1 | 3 (yi - f1i)? (30)

hn-p<= I

The averaged bias and MSE all the combination of n,¢,p and p, are respectively summarized in
Tables The best value of the averaged bias and MSE is highlighted in bold. As Table
shows, the proposed estimator, JKL-GLM, gives low bias comparing with Ridge estimator and KL-
GLM estimator. On other hand, KL-GLM performances better than Ridge estimator. This finding
indicates that the Jackknifed estimator is significantly decreasing the bias. Meanwhile, JKL-GLM
estimator performs well not only in terms of bias but also in terms of MSE (Table . It is noted from
Table [2| that JKL-GLM estimator ranks first with respect to MSE. In the second rank, KL-GLM
estimator performs better than both Ridge and MLE estimators. Additionally, MLE estimator has
the worst performance among Ridge, KL-GLM, and JKL-GLM which is significantly impacted by
the multicollinearity.

Furthermore, with respect to p , there is increasing in the bias and MSE values when the cor-
relation degree increases regardless the value of n,¢ and p . Regarding the number of explanatory
variables, it is easily seen that there is a negative impact on both bias and MSE, where there are
increasing in their values when the p increasing from four variables, eight variables, to 12 variables.
In Addition, in terms of the sample size n , the bias and the MSE values decrease when n increases,
regardless the value of p and p 7. Clearly, in terms of the dispersion parameter ¢ , both bias and
MSE values are decreasing when ¢ increasing.



Jackknifing K-L estimator in generalized linear models 2099

Table 1: Averaged bias values for used estimators

=035 $=3

M PP Ridge EKL-GLM JKL-GLM Ridge KL-GLM JEKL-GLM
50 4 050 1.2822 09432 0.8292 1.1789 0.8399 0.7259
095 13126 09736 0.8596 1.2093 08703 0.7563
099 13242 09852 0.8712 1.2209 08819 0.7679
& 090 14023 1.0633 0.9493 1.2992 09601 0.8472
095 14327 10937 0.9797 1.3294 09904 0.8764
099 14443 11053 0.9913 1.3411 1.0021 0.8884
12 090 14173 10783 0.9643 1.3142 09751 0.8622
0.95 14477 1.1087 0.9947 1.3444 1.0054 0.3914
099 145935 11203 1.0063 1.3561 1.0171 0.9034
100 4 090 1.0404 0.7014 0.5874 09371 05981 0.4341
095 10708 07318 0.6178 09675 0.6285 0.5145
099 1.0824 07434 0.6294 0.9791 0.6401 0.5261
g 090 11605 08215 0.7075 1.0572  0.7182 0.6042
0.95 1.1909 08519 0.7379 1.0876 0.7486 0.6346
099 12025 08635 0.7495 1.0992  0.7602 0.6462
12 090 1.1755 0.8365 0.7225 1.0722  0.7332 0.6192
095 12059 08669 0.7529 1.1026 0.7636 0.6496
099 12175 08785 0.7645 1.1142 0.7752 0.6612
200 4 090 09892 06502 0.5362 0.8859 0.5469 0.4329
095 1.0196 0.6806 0.5666 09163 0.5773 0.4633
099 10312 06922 0.5782 0.9279 0.5889 0.4749
§ 090 1.1093 07703 0.6563 1.0146 0.6673 0.5531
095 1.1397 08007 0.6867 1.0364 0.6974 0.5834
099 1.1513 08123 0.6983 1.0485 0.7094 0.5952
12 050 1.1243 0.7833 0.6713 1.0296 0.6823 0.5681
095 1.1547 08157 0.7017 1.0514 0.7124 0.5984
099 1.1663 08273 0.7133 1.0635 0.7244 0.6102

6. Real-life application

The chemical dataset adopted in this study was employed in the study of Correa-Basurto et
al. [21]. This dataset consists of 88 compounds from N-aryl derivatives which is used as inhibitors
of acetylcholinesterase (AChE) and butyrylcholinesterase (BuChE). The inhibitory activity of N-
aryl derivatives is reported as the inhibition constant Ki (nM) and is transformed into the negative
logarithmic scale pKi (M) which is used as a response variable for QSAR analysis. However, the
regression modeling is employed when the response variable is skewed. In this study, the variables
of interest are described in Table [l
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Table 2: Averaged MSE values for used estimators when ¢ = 0.5

H PP MLE Ridge KL-GLM JEL-GLM
50 4 050 5019 4.778 4.439 4.325
095 5.063 4828 4 489 4.375
099 5329 5.094 4.755 4.641
g 090 5133 4. 898 4.559 4.445
095 5183 4948 4.609 4.495
099 5449 5.214 4875 4.761
12 090 5747 5.512 5.173 5.059
095 5797 5.562 5.223 5.109
099 6.063 5.828 5.489 5.375
100 4 090 4771 4.536 4.197 4.083
095 4821 4.586 4247 4.133
099 5.087 4852 4.513 4.399
& 090 4897 4656 4317 4.203
095 4941 4.706 4367 4.253
099 5207 4972 4.633 4.519
12 090 5511 5.271 4931 4.817
095 55355 5.321 4981 4.867
099 5821 5.586 5.247 5.133
200 4 090 4722 4485 4.146 4.032
095 4772 4.535 4.196 4.083
099 5036 4801 4462 4.348
& 090 4841 4.605 4.266 4.153
095 4892 4.655 4316 4.202
099 5156 4921 4.582 4.468
12 090 5454 5.219 4881 4.767
095 5504 5.269 4931 4.816
099 5771 5.335 5.196 3.082

To check whether the pKi variable belongs to the inverse Gaussian distribution, a Chi-square test
is used. The result of the test equals to 10.211 with p-value equals to 0.538. It is indicated form this
result that the inverse Gaussian distribution fits very well to this pKi variable. That is, the following
model is set

8
Jorci = exp(>_ ;) (31)
j=1

In order to check whether there is a relationship among the eight explanatory variables or not, Table
displays the correlation matrix among the 8 explanatory variables. “It is obviously seen that there
are correlations greater than 0.90 among several variables. To test the existence of collinearity the
eigenvalues of the matrix X7W X are obtained as 2.547 x 108, 1.368 x 107, 4.251 x 10%, 3.659 x 103,
2.227 x 103 | 5.320 x 102, 3184, 10.528. The determined condition number CN = \/Ajnae/Amin of the
data is 4918.6 indicating that the severe multicollinearity issue is exist. Further, estimated dispersion
parameter is 0.00103 after fitting the inverse Gaussian regression model with log link function.
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Table 3: Averaged MSE values for used estimators when ¢ = 3

L p p MLE Ridge KL-GLM JEL-GLM
50 4 0950 4911 4675 4336 4.222
095 4959 4.724 4385 4.271
099 5226 4.991 4652 4.538
§ 050 5031 4.795 4456 4.342
095 5.079 4.844 4.505 4.391
099 5346 5.111 4772 4.658
12 090 5644 5409 5.071 4.956
095 5.693 5458 5.119 5.004
099 5962 5.725 5.386 5.272
100 4 090 4668 4.433 4.094 3.981
095 4718 4.482 4.143 4.029
099 4984 4.749 4412 4.296
g 0950 4788 4.553 4214 4.101
095 4838 4.603 4.264 4.151
099 5104 4.869 4531 4.416
12 090 5402 5.167 4 828 4.714
095 5452 5217 4 878 4.764
099 5718 5483 5.144 5.032
200 4 050 4617 4382 4.043 3.929
095 4.666 4431 4.093 3.978
099 4933 4.698 4359 4.245
§ 0950 4737 4.502 4.163 4.049
095 4786 4551 4213 4.098
099 5.053 4818 4.479 4.365
12 090 5351 5.116 4777 4.663
095 5401 5.165 4 827 4.712
099 5.667 5432 5.093 4.979

The estimated inverse Gaussian regression coefficients and the estimated theoretical MSE values
for the MLE, and the used estimators are listed in Table 6. According to Table 8, it is clearly
seen that the Ridge, KL-GLM, and JKL-GLM estimators have MSE values less than the MSE of
the MLE, in general. Moreover, it is clearly seen that the JKL-GLM shrinkages the value of the
estimated coefficients efficiently. Additionally, in terms of the MSE, there is an important reduction
in favor of the JKL-GLM in comparison with KL-GLM”. Specifically, it can be seen that the MSE of
the JKL-GLM estimator was about 63.71%, 44.90%, and 17.77% lower than that of MLE, Ridge, and
JKL-GLM estimators, respectively. These findings come in agreement with the results of simulation.
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Table 4: Description of the used explanatory variable

Variable names Description
Mor23v Signal 23/ weighted by van der Waals volume
Mor25e Signal 25/weighted by Sanderson electronegativity
MW molecular weight

GATS6p Geary autocorrelation of lag 6 weighted by polarizability
TDB 08m 3D Topological distance based descriptors -lag 8 weighted by mass
RDF100m Radial Distribution Function-100/ weighted by mass
MATS2v Moran autocorrelation of lag 2 weighted by van der Waals volume
MATSTs Moran autocorrelation of lag 7 weighted by l-state

Table 5: The correlations among the 8 variables
Variable nat Mor23v  Mor25e MW  GATS6p TDE 083m EDF100m  MATSIv  MATETs

Mer23v 1 0.841 0621 0873 0.915 0.708 0.902 0.914
Morl5e 1 0.358 0763 0.909 0.711 0.913 0.889
MW 1 0.234 0.511 0.605 0.438 0.128
GATS6p 1 0.263 0.233 0.817 0.768
TDE 08m 1 0.913 0.639 0.557
EDF100m 1 0.972 0.064
MATS2v 1 0.954
MATSTs 1

Table 6: The estimated coeflicients and MSE values for the four used estimators.

MLE Ridge KL-GLM _ JKL-GLM
B 23629 21429 1.8527 1.7929
B 03517 02511 0.1088 0.1157
B 23651  2.3749 2.1151 2.0261
Bouss, 44421 33426 3.292 2.8061
Broe 02495 07448 0.6478 0.8429
B 13406 10476 -12481 -1.1471
B, 00241 03756 0.2719 0.5734
Bomen, 23414 21341 2.256 2.0692
MSE 5.807 3.824 2.562 2.107

7. Conclusions

We have presented a new proposed estimator of K-L estimator for GLM in the presence of
collinearity. The proposed estimator combines Jackknife procedure with K-L estimator to reduce the
biasedness. Our experimental results with both simulated and real application, which is related to
the inverse Gaussian regression model, demonstrated that the proposed estimator could successfully
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deal with collinearity. Moreover, compared with MLE, Ridge, and KL-GLM, the proposed estimator
can efficiently reduce the MSE.
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