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Abstract

In this paper, we analyze the covid-19 data set in two ways, The first one depends on the calculation
of correlation coefficient via classical mathematical representation. And the second way of analysis
depends on modern technique which is associated with copula function concepts and its relationship
to measures of association. Afterwards, we compare the obtained results to decide far which is better
in an analysis of the examined dataset.
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1. Introduction

The data analysis process is very important to identify data from mathematical and statistical
perspective and therefore giving results to improve these data or confirm its logical. So, we will
study data analysis using classical distributions, data analysis by copula functions, then compare the
results and see optimal way of analysis through the quality of the correlation coefficient. For this
purpose, we used COVID-19 data collected from ALNajaf Health Directorate to the interval from
2020/6/ − 13/10/2021 which includes infections and deaths for all days of this interval. This data
follows the normal distribution, so we calculated the correlation coefficient for these data and we
also found the linear regression equation to make sure the results are correct, then calculated the
correlation coefficient which is associate with copula and compared the results to find out the best
result between them.

The word copula was first employed in a mathematical or statistical sense by Sklar [12]. Copulas
have recently become popular in financial and insurance applications [Kpanzou, Tchilabalo Abozou].
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A general form of copula corresponds to the joint distribution function. In general, copula function
was firstly presented to describe the dependence structure between bivariate or multivariate random
variables. They are useful in the analysis of data, whether the data follows normal distribution or
not (elliptical and non-elliptical distributions). In other words, copulas are very effective tools for
linear and nonlinear inferences [1].

Copulas are popular in high-dimensional statistical applications as they provide the theoretical
framework in which multivariate associations and dependencies can be modeled separately from the
univariate distributions of the observed variables [3].

The association between two variables is often of interest in data analysis and methodological
research. Pearson’s, Spearman’s and Kendall’s correlation coefficients are the most commonly used
measures of monotone association, with the latter two usually suggested for non-normally distributed
data. These three correlation coefficients can be represented as the differently weighted averages of
the same concordance indicators. The weighting used in the Pearson’s correlation coefficient could
be preferable for reflecting monotone association in some types of continuous and not necessarily
bivariate normal data [5].

The Pearson product–moment correlation coefficient (rp;Pearson, 1896) and the Spearman rank
correlation coefficient (rs;Spearman, 1904) were developed over a century ago (for a review see Lovie,
[10]). Both coefficients are widely used in psychological research. According to a search of Science
Direct, of the 18,419 articles published in psychology in 2014, 24.7% reported [6].

In 2019, X. Zhang, and H. Jiang has studied copula function in order to enhance the ability of
China’s financial industry. The results show that there is both upper tail correlation and lower tail
correlation between the two indexes, and the correlation between the upper tail and the lower tail is
high [13].

Moreover, one of the most important statistical terminologies is known by regression. Its usage
is very useful to describe the relationships among the connected variables. When the regression is
linear between the random variables X, and Y, so this type of regression is called simple regression.
In fact, the random variable Y is called the dependent variable, while the random variable X is called
the independent random variable. On the other hand, when we have more than one independent
random variable then the regression is called multiple linear regression, see [2].

Finally, we refer to the organization of this paper: the next part contains several basic concepts
related to copula definition, dependences via copulas, classical correlation coefficients, and view of the
main relations, and equations of linear regression. Third part is devoted to present the main results
that consist of data analysis within parametric (classical measures of association) and nonparametric
ways. Also, we have presented some tables and graphs that explain various situations of data analysis.
Eventually, we present some information about the results that we have obtained which can be found
within part four.

2. Basic concepts

In this part, we review some basic concepts that our study is concerned with. We begin with
the basic definition of bivariate copula, and then we recall some other important properties of such
function. Also, we present the forms related to the classical dependences like Person’s correlation
coefficient.

Definition 2.1. [11] Let I = [0, 1]. A bivariate copula is a function C from I × I to I with the
following properties:

1. For every u, v ∈ I, C(u, 0) = C(0, v) = 0;
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2. For every u, v ∈ I, C(u, 1) = u,C(1, v) = v;

3. For every u1, u2, v1, v2 ∈ I such that u1 ≤ u2 and v1 ≤ v2,

C(u2, v2)− C(u2, v1)− C(u1, v2) + C(u1, v1) ≥ 0

According to the essential theorem of Sklar, [8], the bivariate copula corresponds to the joint distri-
bution function. Mathematically, suppose that X, and Y are two random variables with the joint
distribution function H(x, y) = Pr(X ≤ x, Y ≤ y), and its marginal distribution function H1(x), and
H2(y), respectively. Then a bivariate copula C via Sklar’s theorem is C(H1(x), H2(y)) = H(x, y).

It is important to mention that Sklar’s theorem has also shown that when the random variables
are continuous then the bivariate copula is unique. There are some other properties related to the
inversion formulation of the bivariate copula that has been presented, for example, in [8, 9].

Definition 2.2. [8] Pearson’s correlation coefficient is a measure of the strength of the association
between two variables, given by :

ρ(X, Y ) =
Cov(X, Y )

[V ar(X)V ar(Y )]
1
2

When cov(X, Y ) is the covariance between X and Y which is define as:

cov(X, Y ) = E[XY ]− E[X]E[X]

And ver(X) is the variance between X and Y which is define as:

V ar(X) =
∑
j

(Xj − µx)
2fc(Xj)

Definition 2.3. [11] The population version of Kendall’s tau is defined as the probability of con-
cordance minus the probability of discordance, define as:

τ = τX,Y = P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0]

Definition 2.4. [11] Spearman’s rho is defined to be proportional to the probability of concordance
minus the probability of discordance for the two vectors (X1, X2) and (Y1, Y2), define as :

ρ(X, Y ) = 3(P [(X1 −X2)(Y1 − Y2) > 0]− P [(X1 −X2)(Y1 − Y2) < 0])

Definition 2.5. [7] Let X and Y be two continuous random variables with copula C, then their
Kendall’s tau coefficient is given by:

τX,Y = τC = 4

∫ ∫
l2
C(u, v)dC(u, v)− 1

Definition 2.6. [7] Let X and Y be two continuous random variables with copula C, then their
Spearman’s rho coefficient is given by:

ρX,Y = ρC = 12

∫
l2
C(u, v)dudv − 3

Definition 2.7. [2] The straight line that connects two variables, one of which is called an inde-
pendent variable and the other is a dependent variable, is called a simple linear model and is given
by the following formula:

Y = β0 + β1X

where β0 is known as intercept and β1 is known as the slope. In the standard x–y Cartesian plane,
the intercept is the point on the y-axis that is intersected by the line, and the slope is the amount of
change in the y-axis for a 1 unit change in the x-axis.
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3. Data set analysis, results, and discussion

First of all, we refer to the data set that we use to analyze within classical way, and then within
measures of association that depend on copula. In fact, the first data set represent the number of
daily infections of COVID-19 for the desired period. The second data set is the number of daily
deaths at the same date of infections. Before we showing the tables of analyzed data sets, we are
obliged to explain that the data has been normalized because one of the main parts of analysis of
the desired data depend on copula functions that only deal with numbers belong to the unit interval.
The data sets are shown in Table 1, and Table 2, respectively, as follow.

3.1. COVID-19 data analysis by classical correlations

In this part, we analyze the data using the classical correlations coefficients, as well as find the
linear regression equation to check the value of the correlation coefficient and the direction of the
relationship between the dependent variable (deaths) and the independent variable (infections). For
this part, the analyzed data have been processed by using SPSS software, and the results of analysis
can be shown by the following tables.

The results in Table 3 show that the Pearson’s correlation is positive, but it is not strong or may
we say it almost weak since it is less than 0.5. Consequently, we can conclude that the strength
of the correlation between infections and deaths is weak. In other words, that the increase in the
number of infections does not significantly and clearly effect on the number of daily deaths in Najaf.
We may attribute this weakness between the number of infections and death to way of recording the
data that we have obtained from the source.

Figure 1: Linear regression model

Looking at the results of the linear regression in Table 5, we find that the slope represents a
positive value, which means that for every unit increase of the independent variable, the dependent
variable increased 0.006 as much. This result supports our conclusion, which shows that there is a
positive correlation between infections and deaths although the correlation is weak.
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Table 1: The infections for a single sample consists of 500 days

3.2. COVID-19 Data analysis by copula

Analyzing the data set in Table 1, and Table 2 by using copula functions that follow the Gaussian
distribution. The calculations of the measures of association or the correlation coefficients with
respect to the Gaussian copula show the results in Table 6.

The results in Table 7 show that the value of correlations with respect to the Gaussian copula is
quietly better than the values of classical correlations. That means the data analysis and calculating
the correlations is better with copula functions then the classical methods.
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Table 2: The deaths for a single sample consists of 500 days

4. Conclusion

The computations of correlation coefficients via copula are a modern technique that has not
use to analyze Covid-19 data to best of our knowledge. The correlations within copula shows an
improvement on their values comparing to their values with direct approach. The study shows that
the relationship between the number of infections and number of deaths is not strongly correlated.
This weakness may be due to the fact that the recorded data in ALnajaf Health Directorate is
inaccurate and not organized well. We recommend that ALNajaf Health Directorate has to use a
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Table 3: The pearson’s correlation coeffiecint

Table 4: kendall’s tau and spearman’s rho correlation coefficients.

better way of recording to the COVID-19 data to ensure that any study that concern with COVID-19
data set lead to better interpretation. We also mention that data set by using statistical inference
with respect to copulas has a better description than classical correlations.
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