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Abstract

In this paper, we investigate the existence and uniqueness of solutions for nonlinear implicit Hilfer-Hadamard fractional
differential equations involving both retarded and advanced arguments and nonlocal mixed boundary conditions. We
also use the Banach contraction mapping principle and Schaefer’s fixed point theorem to show the existence and
uniqueness of solutions. The results obtained here extend the work of Benchohra et al. [10] and Haoues et al. [18].
An example is also given to illustrate the results.
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1 Introduction

Fractional differential equations with different type of initial conditions have recently gained a lot importance
and attention due to their application in various fields such as physics, mechanics, bioengineering, biology, chemistry,
economics, viscoelasticity, acoustics, optics, robotics, control theory and electronics. For details, see [20], [24], [25],
[27], [33], and the references therein.
Fractional differential equations involving fractal derivatives of Riemann-Liouville and Caputo have been widely studied
by many researchers over the course of a decade. Recently, the authors studied the fractional differential equations of
Hadamard-type, Caputo-Hadamard-type, Hilfer-Hadamard-type, Hilfer–Katugampola-type and Erdeyl–Kober-type,
etc., see [1]-[5], [7]-[9], [11], [12], [15], [22], [26], [31], [32], [34], [37].

The fractional derivative due to Hadamard was introduced in 1892, which in different from earlier derivatives
such as Riemann–Liouville and Caputo-type fractional derivative. That is, the integral kernel contains a logarithmic
function of an arbitrary exponent. A detailed description of Hadamard’s fractional and integral derivative can be
found in the references [14], [16], [21], [23].

Note that Hilfer studied applications of a generalized fractional operator having the Riemann–Liouville and the
Caputo derivatives as specific cases. Later, the modification of Hilfer fractional derivative resulted in the concept of the
Hilfer–Hadamard derivative. And to see some of the basic properties of the Hilfer-Hadamard fractional derivative that
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were used in this work, we direct the reader to the references [16], [19], [20], [24]]. Moreover, the existence results for
Hilfer–Hadamard fractional differential equations of order in (0, 1] were studied by several researchers, for instance, see
[[6], [28], [30], [32], [35], [36]. To the best of our knowledge, only a few results are available in the literature concerning
boundary value problems for Hilfer–Hadamard fractional differential equations of order in (1, 2].

The motivating thing about this work is that all the articles published about fractional differential equations with
retarded and advanced arguments put the initial condition between the retarded and advanced fields equal to zero,
see [6], [7], [10], [13], [18], while I put this condition not equal to zero in my work.

In 2018, M. Benchohra et al. [10] have investigated the existence and uniqueness of solutions for a class of
problem for nonlinear implicit fractional differential equations of Hadamard type involving both retarded and advanced
arguments of the form: 

Dαy(t) = f
(
t, yt, D

αy(t)
)
, for each t ∈ [1, e],

y(t) = χ(t), 1− r ≤ t ≤ 1, r > 0

y(t) = Ψ(t), e ≤ t ≤ e+ h, h > 0

where Dα is the Hadamard fractional derivative of order 1 < α ≤ 2. By employing the Schauder fixed point theorem
and the Banach contraction mapping principle, the authors obtained existence and uniqueness results. In 2020,
M. Haoues et al. [18], applied the tools of the fixed-point theory (the Banach contraction mapping principle and the
Krasnoselskii theorem) to study the existence and uniqueness of solutions for nonlinear retarded and advanced implicit
Hadamard fractional differential equations with nonlocal conditions:

Dαy(t) = f
(
t, yt, D

αy(t)
)
, for each t ∈ [1, e],

y(t) + (H1y)(t) = χ(t), 1− r ≤ t ≤ 1, r > 0

y(t) + (H2y)(t) = Ψ(t), e ≤ t ≤ e+ h, h > 0

where Dαis the Hadamard fractional derivative of order 1 < α ≤ 2, f : J × C([−r, h],R) × R −→ R is a given
continuous function, H1 : C([1− r, e+ h],R) −→ C([1− r, 1],R) and H2 : C([1− r, e+ h],R) −→ C([e, e+ h],R) are
given continuous mappings, χ ∈ C([1− r, 1],R) and Ψ ∈ C([e, e+ h],R).

In 2021, B. Ahmed et al. [6], have discussed the existence and uniqueness of solutions for a Hilfer–Hadamard
fractional differential equation, supplemented with mixed nonlocal (multi-point, fractional integral multi-order and
fractional derivative multi-order) boundary conditions:

H
HD

α,β
1 x(t) = f(t, x(t)), t ∈ J := [1, T ],

x(1) = 0, x(T ) =
∑m

j=1 ηjx(ζj) +
∑n

i=1 ξiHI
ϕi

1 x(θi) +
∑r

k=1 λkHD
ωk
1 x(µk),

where H
HD

α,β
1 denotes the Hilfer–Hadamard fractional derivative operator of order, α ∈ (1, 2] and type β ∈ [0, 1],

f : [1, T ]×R −→ R is a given continuous function, HI
ϕi is the Hadamard fractional integral operator of order ϕi > 0.

In this paper, we consider the implicit Hilfer-Hadamard fractional differential equations with involving both retarded
and advanced arguments and nonlocal mixed boundary conditions

H
HD

α,βx(t) = f(t, xt,
H
HD

α,βx(t)), t ∈ J := (1, e), (1.1)

x(1+) = 0, aHI
δx(η) + bHHD

1,1x(e−) = c, γ = α+ β − αβ, (1.2)

x(t) + g1(x)(t) = ϕ(t), 1− r1 ≤ t ≤ 1, r1 > 0, (1.3)

x(t) + g2(x)(t) = ψ(t), e ≤ t ≤ e+ r2, r2 > 0, (1.4)

where H
HD

α,β is the Hilfer-Hadamard fractional derivatives of order 1 < α ≤ 2, HI
δ is the standard Hadamard

fractional integral of order δ > 0, f : J ×C([−r1, r2],R)×R −→ R, g1 : C([1− r1, e+ r2],R) −→ C([1− r1, 1],R) and
g2 : C([1 − r1, e + r2],R) −→ C([e, e + r2],R) are given functions, ϕ ∈ C([1 − r1, 1],R) and ψ ∈ C([e, e + r2],R), a, b
and c are real constants, and η ∈ (1, e). For any function x define on [1− r1, e+ r2] and any 1 ≤ t ≤ e, xt(θ) = x(t+θ)
for −r1 ≤ θ ≤ r2.

This paper is organized as follows. In section 2, we introduce some notations and lemmas, and state some prelim-
inaries results needed in later section 2. In Section 3, we give two results, one based on Banach fixed point Theorem
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3.1 and another one based on Schauder’s fixed point Theorem 3.2. In Section 4, we illustrate the results obtained with
an example.

2 Preliminaries

In this section, we introduce some notations and defenitions of Hilfer-Hadamard type fractional calculus. Let now
[a, b], (−∞ < a < b < +∞) be interval finite. By C([a, b], R) be the Banach space of all continuous functions from
[a, b] into R with the norm

∥y(t)∥[a,b] = sup{|y(t)| : a ≤ t ≤ b}.

Let AC([a, b], R) be the space of functions g : [a, b] −→ R that are absolutely continuous. Let δ = t d
dt , δ

n = δ(δn−1),
we consider the set of functions:

ACn
δ ([a, b], R) = {g : [a, b] −→ R : δn−1g(t) ∈ AC([a, b], R)}.

Definition 2.1. (Hadamard fractional integral [24]) Let f : [a,∞] −→ R. Then The Hadamard fractional integral
of order α > 0 is defined as follows:

HI
α
a f(t) =

1

Γ(α)

∫ t

a

(
log

t

s

)α−1

f(s)
ds

s
, t > a (2.1)

provided that the integral exists, where log(·) = loge(·).

Definition 2.2. (Hadamard fractional derivative [24]) For a function f : [a,∞] −→ R the Hadamard fractional
derivative of order α > 0 is defined as follows:

HD
α
a f(t) = δn

(
HI

n−α
a f

)
(t), t > a, n− 1 < α < n, n = [α] + 1, (2.2)

where δn = (t d
dt )

n, and [α] denotes the integer part of the real number α.

Definition 2.3. (Hilfer-Hadamard fractional derivative [[19], [20]]). Let f ∈ L1(a, b) and n− 1 < α < n, 0 ≤ β ≤ 1.
we define the Hilfer-Hadamard fractional derivative of order α and type β for f as follows:

H
HD

α,βf(t) =
(
HI

β(n−α)δnI(n−α)(1−β)f
)
(t)

=
(
HI

β(n−α)δnHI
β(n−γ)f

)
(t)

=
(
HI

β(n−α)
HD

γf
)
(t), γ = α+ nβ − αβ,

where HI
(.) and HD

(.) are defined by (2.1) and (2.2), respectively.

Lemma 2.4. (See [24]) If α > 0, β > 0 and 0 < a < b <∞, then

(i)
(
HI

α
a+(log

t

a
)β−1

)
(x) =

Γ(β)

Γ(β + α)
(log

x

a
)β+α−1,

(ii)
(
HD

α
a+(log

t

a
)β−1

)
(x) =

Γ(β)

Γ(β − α)
(log

x

a
)β−α−1.

In particular, if β = 1 and 0 < α < 1, then the following is the case:

Dα
a+(1) =

1

Γ(1− α)
(log

x

a
)−α ̸= 0.

Lemma 2.5. (See [21]) Let g ∈ ACn
δ ([a, b], R) and α > 0, n ∈ N. Then

HI
α
1 (HD

α
1 g)(t) = g(t)−

n−1∑
k=0

δ(k)g(a)

k!
(log

t

a
)k.
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Lemma 2.6. (See [24]) For all µ > 0 and ν > −1, then

1

Γ(µ)

∫ t

a

(
log

t

s

)µ−1

(log s)νds =
Γ(ν + 1)

Γ(µ+ ν + 1)
(log t)µ+ν .

Theorem 2.7. ([16], [24]) Let α > 0, 0 ≤ β ≤ 1, γ = α + nβ − αβ, n = [α] + 1 and 0 < a < b < ∞, if f ∈ L1(a, b)
and (HI

n−α
a f)(t) ∈ ACn

δ [a, b], then

(HI
α
a
H
HD

α
a f)(t) = (HI

γ
a
H
HD

γ,β
a f)(t)

= f(t)−
n−1∑
j=0

(δ(n−j−1)(HI
n−γ
a f)(a)

Γ(γ − j)
(log

t

a
)γ−j−1,

observe that Γ(γ − j) exists for all j = 1, 2, . . . , n− 1 for γ ∈ [α, n].

Theorem 2.8. ([39])(Banach’s fixed point Theorem). Let (X, d) be a nonempty complete metric space with T :
X −→ X is a contraction mapping. Then map T has a fixed point x∗ ∈ X such that Tx∗ = x∗.

Theorem 2.9. ([17])(Schaefer’s fixed point Theorem). Let X be a Banach space, let T : X −→ X be a completely
continuous operator, and let the set D = {x ∈ X : x = λTx, 0 < λ ≤ 1} be bounded. Then T has a fixed point in X.

3 Existence and Uniqueness Results

In the case n = [α] + 1 = 2, we have γ = α+ (2− α)β.

Definition 3.1. A function x ∈ C2(1− r1, e+ r2],R) is said to be a solution of the problem (1.1)-(1.4) if x satisfies
the equation H

HD
α,βx(t) = f(t, xt,

H
HD

α,βx(t)), and satisfies the conditions x(1+) = 0, aHI
γx(η)+ bHHD

α,βx(e−) = c,
on J , x(t) + g1(x)(t) = ϕ(t), on [1− r1, 1] and x(t) + g2(x)(t) = ψ(t) on [e, e+ r2].

To prove the existence of solutions to the problem (1)-(2), we need the following auxiliary lemma.

Lemma 3.2. Let h be a continuous function. Then the linear problem
H
HD

α,βx(t) = h(t), t ∈ J := (0, 1) (3.1)

x(1+) = 0, aHI
δx(η) + bHHD

1,1x(e−) = c, (3.2)

x(t) + g1(x)(t) = ϕ(t), 1− r1 ≤ t ≤ 1, (3.3)

x(t) + g2(x)(t) = ψ(t), e ≤ t ≤ e+ r2, (3.4)

has a unique solution which is given by

x(t) =


ϕ(t)− g1(x)(t), if t ∈ [1− r1, 1],

HI
αh(t) +

(log t)γ−1

Λ

[
c− aHI

α+γh(η)− bHI
α−1h(e−)

]
, if t ∈ J := (1, e),

ψ(t)− g2(x)(t), if t ∈ [e, e+ r2],

(3.5)

where

Λ =
aΓ(γ)

Γ(γ + δ)
(log η)γ+δ−1 + b(γ − 1) ̸= 0. (3.6)

Proof . Applying the Hadamard fractional integral of order α to both sides of (3.1) and then using

x(t)−
δ(HI

2−γ
1+ x)(1)

Γ(γ)
(log t)γ−1 −

(HI
2−γ
1+ x)(1)

Γ(γ)
(log t)γ−2 = HI

α
1 h(t), (3.7)

which can be rewritten as follows:

x(t) = c0(log t)
γ−1 + c1(log t)

γ−2 + HI
αh(t), (3.8)
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where c0 and c1 are arbitrary constants.
Using the first bondary condition (x(1+) = 0) in (3.7), yields c1 = 0, since γ ∈ [α, 2].
In consequence, (3.8) takes the following form:

x(t) = c0(log t)
γ−1 + HI

αh(t)

Using Lemma 2.4, we can write

HI
δx(η) =

c0Γ(γ)

Γ(γ + δ)
(log η)γ+δ−1 + HI

α+γh(η),

and
H
HD

1,1x(e−)(t) = (γ − 1)c0 + HI
α−1h(e−).

Using the second bondary condition (aHI
δx(η) + bHD

1,1x(e−) = c), we get

a
[ c0Γ(γ)
Γ(γ + δ)

(log η)γ+δ−1 + HI
α+δh(η)

]
+ b
[
(γ − 1)c0 + HI

α−1h(e−)
]
= c,

thus, [ aΓ(γ)

Γ(γ + δ)
(log η)γ+δ−1 + b(γ − 1)

]
c0 + aHI

α+δh(η) + bHI
α−1h(e−) = c.

Consequently,

c0 =
c

Λ
− a

Λ
HI

α+δh(η)− b

Λ
HI

α−1h(e−),

where

Λ =
aΓ(γ)

Γ(γ + δ)
(log η)γ+δ−1 + b(γ − 1).

Finally, substituting the values of c0 and c1 in (3.8), we obtain (3.5). □
We assume the following conditions to prove the existence of a solution of problem (1.1)-(1.4):

(H1) The function f : J × C([−r1, r2],R)× R −→ R is continuous.

(H2) There exists constants L1 ∈ R+, and L2 ∈ (0, 1) such that

|f(t, u, v)− f(t, ū, v̄)| ≤ L1∥u− ū∥[−r1,r2] + L2|v − v̄|,

for any u, ū ∈ C([−r1, r2],R) and v, v̄ ∈ R for a.e., t ∈ J .

(H3) There exists constants L3, L4 ∈ (0, 1) such that

∥g1(x1)− g1(x2))∥[1−r1,1] ≤ L3∥x1 − x2∥[1−r1,e+r2],

and
∥g2(x1)− g2(x2))∥[e,e+r2] ≤ L4∥x1 − x2∥[1−r1,e+r2],

for any x1, x2 ∈ C([1− r1, e+ r2],R).

Our first result is based on the Banach contraction mapping principle.
Let the constant ρ be such that

ρ ≥ max{Ω, L3, L4},
where

Ω :=
L1

(1− L2)

(
1

Γ(α+ 1)
+

|a|(log η)α+δ

|Λ|Γ(α+ δ + 1)
+

|b|
|Λ|Γ(α+ 1)

)
,

and

Λ =
aΓ(γ)

Γ(γ + δ)
(log η)γ+δ−1 + b(γ − 1).

Theorem 3.3. If the hypotheses (H1)-(H3) are satisfied, and if

ρ < 1, (3.9)

then there exists a unique solution for problem (1.1)-(1.4).
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Proof . Transform the problem (1.1)-(1.4) into a fixed point problem. Consider the operator F : C([1 − r1, e +
r2],R) −→ C([1− r1, e+ r2], R) defined by

(Fx)(t) =


ϕ(t)− g1(x)(t), if t ∈ [1− r1, 1],

HI
ασx(t) +

(log t)γ−1

Λ

[
c− aHI

α+γσx(η)− bHI
α−1σx(e

−)
]
, if t ∈ J := (1, e),

ψ(t)− g2(x)(t), if t ∈ [e, e+ r2],

(3.10)

where
σx(t) = f

(
t, xt,

H
HD

α,βx(t)
)
.

Clearly, the fixed points of F are solutions of problem (1.1)-(1.4). Let x, y ∈ C([1 − r1, e + r2], R). If t ∈ [1 − r1, 1]
and by (H3), then

∣∣∣∣∣(Fx)(t)− (Fy)(t)

∣∣∣∣∣ = |g1(x)(t)− g1(y)(t)|

≤ ∥g1(x)− g1(y)∥[1−r1,1]

≤ L3∥x− y∥[1−r1,e+r2]

≤ ρ∥x− y∥[1−r1,e+r2]. (3.11)

If t ∈ [e, e+ r2] and by (H3), then

∣∣∣∣∣(Fx)(t)− (Fy)(t)

∣∣∣∣∣ = |g2(x)(t)− g2(y)(t)|

≤ ∥g2(x)− g2(y)∥[e,e+r2]

≤ L4∥x− y∥[1−r1,e+r2]

≤ ρ∥x− y∥[1−r1,e+r2]. (3.12)

For t ∈ J , we have∣∣∣∣∣(Fx)(t)− (Fy)(t)

∣∣∣∣∣ ≤ 1

Γ(α)

∫ t

1

(log
t

s
)α−1|σx(s)− σy(s)|

ds

s
+

|a| log t
|Λ|Γ(α+ δ)

∫ η

1

(log
η

s
)α+δ−1|σx(s)− σy(s)|

ds

s

+
|b|

|Λ|Γ(α)

∫ e−

1

(log
e−

s
)α−1|σx(s)− σy(s)|

ds

s
, (3.13)

where σx, σy ∈ C(J, R) such that

σx(t) = f(t, xt, σx(t)),

and
σy(t) = f(t, yt, σy(t)).

By (H2), we have

|σx(t)− σy(t)| = |f(t, xt, σx(t))− f(t, yt, σy(t))|
≤ L1∥xt − yt∥[−r1,r2] + L2|σx(t)− σy(t)|,

then

|σx(t)− σy(t)| ≤
L1

1− L2
∥xt − yt∥[−r1,r2]. (3.14)
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By replacing (3.14) in the inequality (3.13), we get

|(Fx)(t)− (Fy)(t)| ≤ L1

(1− L2)Γ(α)

∫ t

1

(log
t

s
)α−1∥xs − ys∥[−r1,r2]

ds

s

+
|a|L1 log t

|Λ|(1− L2)Γ(α+ δ)

∫ η

1

(log
η

s
)α+δ−1∥xs − ys∥[−r1,r2]

ds

s

+
|b|L1 log t

|Λ|(1− L2)Γ(α)

∫ e−

1

(log
e−

s
)α−1∥xs − ys∥[−r1,r2]

ds

s

≤ L1

(1− L2)

(
1

Γ(α+ 1)
+

|a|(log η)α+δ

|Λ|Γ(α+ δ + 1)
+

|b|
|Λ|Γ(α+ 1)

)
∥xs − ys∥[−r1,r2]

≤ Ω∥x− y∥[1−r1,e+r2]. (3.15)

Thus
∥(Fx)− (Fy)∥[1−r1,e+r2] ≤ ρ∥x− y∥[1−r1,e+r2]. (3.16)

Consequently by (3.9), F is a contraction. As a consequence of Banach fixed point theorem, we deduce that F has a
fixed point which is a solution of the problem (1.1)-(1.4). □
The second result is based on Schaefer’s fixed point theorem.

(H4) There exists constants M > 0 such that
|f(t, u, v)| ≤M,

for any u ∈ C([−r1, r2],R), v ∈ R for a.e., t ∈ J .

(H5) There exists constants M1 > 0 and M2 > 0 such that

∥g1(u)∥[1−r1,1] ≤M1 and ∥g2(u)∥[e,e+r2] ≤M2,

for any u ∈ C([1− r1, e+ r2],R).

Theorem 3.4. Assume that conditions (H1), (H3), (H4) and (H5) hold. Then the problem (1.1)-(1.4) has at least
one solution.

Proof . We show that operator F defined in (3.9) has at least one fixed point in C([1− r1, e+ r2],R). The proof is
divided into four steps:
Step 1: The operator F is continuous
Let {xn} be a sequence such that xn −→ x in C([1− r1, e+ r2],R). If t ∈ [1− r1, 1], and by (3.11), then∣∣∣F(xn)(t)−F(x)(t)

∣∣∣ ≤ L3∥xn − x∥[1−r1,e+r2].

Thus ∣∣∣F(xn)(t)−F(x)(t)
∣∣∣ −→ 0 as n −→ +∞.

If t ∈ [e, e+ r2], and by (3.12), then∣∣∣F(xn)(t)−F(x)(t)
∣∣∣ ≤ L4∥xn − x∥[1−r1,e+r2].

Thus ∣∣∣F(xn)(t)−F(x)(t)
∣∣∣ −→ 0 as n −→ +∞.

For t ∈ J , by (3.15), we have ∣∣∣F(xn)(t)−F(x)(t)
∣∣∣ ≤ Ω∥xn − x∥[1−r1,e+r2].

Since σ is a continuous (i.e f is continuous), then by the Lebesgue dominated convergence theorem, we have∣∣∣F(xn)(t)−F(x)
∣∣∣ −→ 0 as n −→ +∞.
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Consequently, F is continuous.
Step 2: The operator F maps bounded sets into bounded sets in C([1− r1, e+ r2],R).
For η > 0, there exists a constant l > 0, such that l := max(l1, l2, l3), where

l1 := ∥ϕ∥[1−r1,1] +M1,

l2 := ∥ψ∥[e,e+r2] +M2,

and

l3 :=M

[
1

Γ(α+ 1)
+

|b|(log η)α+δ

|Λ|Γ(α+ δ + 1)
+

|b|
|Λ|Γ(α+ 1)

]
+

|c|
|Λ|

,

for each x ∈ Bη = {x ∈ C([1− r1, e+ r2],R) : ∥x∥[1−r1,e+r2] ≤ η}, we have ∥(Fx)∥[1−r1,e+r2] ≤ l.
Indeed, for any t ∈ [1− r1, 1], x ∈ Bη, and by (H5), we have

|(Fx)(t)| ≤ ∥ϕ∥[1−r1,1] + ∥g1(x)∥[1−r1,1]

≤ ∥ϕ∥[1−r1,1] +M1 := l1 ≤ l, (3.17)

for any t ∈ [e, e+ r2], x ∈ Bη, and by (H5), we have

|(Fx)(t)| ≤ ∥ψ∥[e,e+r2] + ∥g2(x)∥[e,e+r2]

≤ ∥ψ∥[e,e+r2] +M2 := l2 ≤ l, (3.18)

for t ∈ J , we have∣∣∣F(x)(t)
∣∣∣ ≤ 1

Γ(α)

∫ t

1

(log
t

s
)α−1|σx(s)|

ds

s
+

|a|
|Λ|Γ(α+ δ)

∫ η

1

(log
η

s
)α+δ−1|σx(s)|

ds

s

+
|b|

|Λ|Γ(α)

∫ e−

1

(log
e−

s
)α−1|σx(s)|

ds

s
+

|c|(log t)γ−1

|Λ|
,

where σx ∈ C(J,R) is such that
σx(t) = f(t, x(t), σx(t)).

From (H4), for t ∈ J , we have

∣∣∣F(x)(t)
∣∣∣ ≤M

[
1

Γ(α+ 1)
+

|b|(log η)α+δ

|Λ|Γ(α+ δ + 1)
+

|b|
|Λ|Γ(α+ 1)

]
+

|c|
|Λ|

:= l3 ≤ l. (3.19)

Step 3: The operator F maps bounded sets into equicontinuous sets of C([1− r1, e+ r2],R).
Let t1, t2 ∈ J , t1 < t2 and let Bη be a bounded set of C([1− r1, e+ r2],R) as in step 2, and let x ∈ Bη. Then∣∣∣(Fx)(t2)− (Fx)(t1)

∣∣∣ = ∣∣∣ 1

Γ(α)

∫ t1

1

(log
t2
s
)α−1σx(s)

ds

s
− 1

Γ(α)

∫ t2

1

(log
t1
s
)α−1σx(s)

ds

s

∣∣∣
=
∣∣∣ 1

Γ(α)

∫ t1

1

[
(log

t2
s
)α−1 − (log

t1
s
)α−1

]
σx(s)

ds

s
+

1

Γ(α)

∫ t2

t1

(log
t2
s
)α−1σx(s)

ds

s

∣∣∣
≤ M

Γ(α)

∣∣∣ ∫ t1

1

[
(log

t2
s
)α−1 − (log

t1
s
)α−1

]
ds

s

∣∣∣+ M

Γ(α)

∣∣∣ ∫ t2

t1

(log
t2
s
)α−1 ds

s

∣∣∣
≤ M

Γ(α+ 1)

[∣∣∣(log t1)α + (log
t2
t1
)α − (log t2)

α
∣∣∣+ ∣∣∣(log t2

t1
)α
∣∣∣]

≤ M

Γ(α+ 1)

[∣∣∣(log t1)α − (log t2)
α
∣∣∣].

The right hand side of the above inequality tends to zero as t2 −→ t1, which implies that F is equicontinuous. As
a consequence of Steps 1 to 3, by the Ascoli-Arzela theorem, we can conclude that the operator F : C([1 − r1, e +
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r2],R) −→ C([1− r1, e+ r2],R) is continuous and completely continuous.
Step 4: Now it remains to show that the set

ξ =
{
x ∈ C([1− r1, e+ r2],R) : x = λFx, for some λ ∈ (0, 1)

}
,

is bounded. Let x ∈ ξ, then x = λFx for some 0 < λ < 1. Thus for each t ∈ J , we have

x(t) = λ

(
1

Γ(α)

∫ t

1

(log
t

s
)α−1σx(s)

ds

s
+

a log t

ΛΓ(α+ δ)

∫ η

1

(log
η

s
)α+δ−1σx(s)

ds

s

+
b log t

ΛΓ(α)

∫ e−

1

(log
e−

s
)α−1σx(s)

ds

s
+
c(log t)γ−1

Λ

)
,

It follows from (3.19) that for each t ∈ J ,
|x(t)| := l3 <∞,

it t ∈ [1− r1, 1] and by (3.17), then
|x(t)| := ∥ϕ∥[1−r1,1] +M1 := l1 <∞,

it t ∈ [e, e+ r2] and by (3.18), then
|x(t)| := ∥ϕ∥[e,e+r2] +M2 := l2 <∞.

From which if follows that for each t ∈ [1− r1, e+ r2], we have ∥x∥[1−r1,e+r2] ≤ k <∞, such that k > 0 is constant,
this implies that ξ is bounded. As a consequence of the Schaefer’s fixed point theorem, we deduce that F has a fixed
point x which is a solution to problem (1.1)-(1.4). □

4 Example

Consider the following nonlinear problem

H
HD

3
2 ,

1
2x(t) =

1

et + 9

(
xt

xt + 1
− |HHD

3
2 ,

1
2x(t)|

|HHD
3
2 ,

1
2x(t)|+ 1

)
, (4.1)

x(1+) = 0,
1

2
HI

1
3x(2) + 2HHD

1,1x(e−) =
3

4
, t ∈ (1, e), (4.2)

x(t) +
sinx(t)

et(1 + x(t))
= ϕ(t), t ∈ [0, 1], (4.3)

x(t) +
|x(t)|

30et(1 + x(t))
= ψ(t), t ∈ [e, e+ 2]. (4.4)

We see that α = 3
2 , β = 1

2 , η = 2, δ = 1
3 , a = 1

2 , b = 2, c = 3
4

and

f(t, u, v) =
1

et + 9

( u

u+ 1
− v

v + 1

)
,

for t ∈ (1, e), u ∈ C([−1, 2],R), v ∈ R. Clearly, the function f is continuous, and for u, u ∈ [−1, 2], v, v ∈ R and
t ∈ (1, e). We have

|f(t, u, v)− f(t, ū, v̄)| ≤ 1

et + 9

(
∥u− u∥[−1,2] + |v − v|

)
≤ 1

10
∥u− u∥[−1,2] +

1

10
|v − v|.

Hence, condition (H2) is satisfied with L1 = L2 =
1

10
.

Thus condition (H3) is satised with M =
1

10
.

g1(t) =
sinx(t)

et(1 + x(t))
, t ∈ [0, 1], x ∈ C([0, e+ 2],R),
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g2(t) =
|x(t)|

30et(1 + x(t))
, t ∈ [e, e+ 2], x ∈ C([0, e+ 2],R),

and let x1, x2 ∈ C([0, e+ 2],R), we have, if t ∈ [0, 1]

|g1(x1)(t)− g1(x2)(t)| ≤
1

et
∥x1 − x2∥[0.e+2],

then

∥g1(x1)− g1(x2)∥[0,1] ≤
1

e
∥x1 − x2∥[0.e+2],

and if

|g2(x1)(t)− g2(x2)(t)| ≤
1

30et
∥x1 − x2∥[0.e+2],

then

∥g2(x1)− g2(x2)∥[e,e+2] ≤
1

30e
∥x1 − x2∥[0.e+2].

Hence, condition (H4) is satisfied with L3 = 1
e , L4 = 1

30e .

Ω :=
L1

(1− L2)

(
1

Γ(α+ 1)
+

|a|(log η)α+δ

|Λ|Γ(α+ δ + 1)
+

|b|
|Λ|Γ(α+ 1)

)
= 0.28528,

ρ = max(Ω, L3, L4) = 0.36788 < 1.

Since all the conditions of Theorem 3.1 are satisfied, it follows that the problem (4.1)-(4.4) has a unique solution
x ∈ C2([1− r1, e+ r2],R).

5 Conclusion

In this work, we consider the implicit Hilfer-Hadamard fractional differential equations involving both retarded and
advanced arguments and nonlocal mixed boundary conditions. We prove two theorems and we consider example to
illustrate our results. In the first theorem, we prove the existence and uniqueness of the solution and in the second, we
deal with the existence of at least one solution. The methods used are the Banach’s fixed point Theorem and Schaefer’s
fixed point Theorem. Here, we remark that the Hilfer-Hadamard fractional derivative reduces to the Hadamard and
Caputo fractional derivatives whenever β = 0 and β = 1, respectively.
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