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Abstract

Nowadays, speech recognition, which simply refers to the process of converting an audio signal into its equivalent text,
has become one of the most important research topics. Although many studies have been conducted in the field of
speech recognition for many languages of the world, but can be said that no more study has been conducted in the
Persian language and therefore it is necessary to conduct more studies in this field. Since Persian is a rich language that
can create many new words by adding a suffix (prefix) to its main root, so it can be said that the success rate of voice
recognition programs in this language has also increased with the increase in the number of phonemes and therefore
can have a significant improvement. Therefore, in this study, a practical approach to Persian speech recognition based
on syllables, which are a unit between phonemes and words, has been used and done by the hidden Markov model.
After obtaining syllable utterances, multiple coefficients are calculated for all syllables. Finally, suitable models were
created and the success rate was calculated by conducting tests for the systems. To measure the performance of the
system, the error rate criterion was used. The results of this study show that the word error rate for the hidden
Markov model was 18.3% and increased the system performance by approximately 16% after post-processing.
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1 Introduction

Phonemes are linguistic units that differentiate the words of the language from each other. Phonemes appear in
the signal level as a static function per unit of time, and for this reason, in speech processing, the values of each
representation parameter in the frequency domain in successive frames that belong to a phoneme or part of a phoneme
do not have statisticaly significant differences. For this reason, phoneme as a structural fact in the speech signal has
become extremely important in speech processing [23]. We know that every spoken language has a certain set of faces
and researches of linguistic sciences show that the general characteristics of this set are generally different for various
languages. For example, the set of English speech phonemes has 44 elements, while the set of Persian speech phonemes
has 19 elements [26].

Nowadays, due to the expansion of the use of multimedia contents, the importance of searching for sound, image,
text and video has become very important. The recognition of spoken phrases provides the possibility to retrieve a
phrase from the text representation of that speech, and therefore the recognition of spoken phrases can be consid-
ered a preliminary step for the recovery of spoken documents [25]. Therefore, the main use of spoken phrases can
be summarized in Audio Indexing (AI) and speech data mining, (SDM). The most important challenge in speech
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recognition is audio signals, sound transmission and recording environments, which are different from one speech to
another. Another challenging situation is the tone of voice caused by the speaker’s emotional state [14]. One of the
other challenges in this field is the wide variety of spoken documents. The existence of discrete or continuous speech,
clean or noisy speech is also one of the other challenges in this field, which causes the speed and accuracy of the
proposed solutions to be different. Therefore, these methods are not yet accurate and powerful whit compared to text
recovery methods [13].

Speech recognition can generally be classified into two categories, “pattern-based” or “model-based”, according to
the characteristics of the used method. Dynamic Time Warping (DTW), Linear Time Alignment methods (LTA), are
examples of pattern-based speech recognition. Multilayer Sensor, support vector machine (SVM) and hidden Markov
model (HMM) are models based methods. In template-based methods, a template is created for each sound sample
and compared with this template. On the other hand, in model-based methods, trained on sound samples and general
features are extracted and the final model is created [22].

In another classification, we can divide speech search methods into the following two categories: a- Direct Phonetic
Matching, b- Automatic Speech Recognition (ASR). In the direct phonetic matching approach, such as the dynamic
time warping method, an attempt is made to directly match the phonetic features between the speech and the keyword.
But in the second approach, first the speech is converted into text by the automatic speech recognition system, and
later the search is performed on the ASR output text using multiple text recovery methods [27].

The first speech recognition studies began in the late 1940s. However, these studies have gained momentum in the
last 30 years. Most of these studies have used phonemes and lexical units as basic components in speech recognition.
However, it must be acknowledged that determining the boundaries between phoneme units is a very difficult process
that must be carefully considered. In addition, systems based on lexical units, although they do not have the problems
of systems using phonetic units, but they involve a lot of calculations and data processing [14]. In a simple classification,
speech recognition systems can be classified by the number of words in small scale (1-100 words), medium (100-100
words) and large scale (more than 1000 words).

Speech recognition is a process of converting speech signal to a sequence of word. Various approach has been used
for speech recognition. We can see the classification of speech recognition in the below diagram:

Figure 1: Speech recognition clasification

Usually, the preferred features in speech recognition are Linear Prediction Coefficients (LPC), such as: [7, 17, 18, 22]
and the coefficients of MFCC and Parcor. The most widely used methods in studies are: Dynamic Time Warping
(DTW), such as [12, 15, 16], Artificial Neural Networks(ANN) and hidden Markov model (HMM) such as Studies:
[14, 24, 22].

Extensive studies for speech recovery in languages such as English [5, 6] have been conducted on a large scale (more
than 1000 words). In recent years, new researches have been conducted on languages such as Pashto, Vietnamese,
Turkish, with a limited and medium scale, which have reached acceptable results [1, 26]. Although the studies in the
Persian language are very limited, which have been done with both limited and large data, but it is necessary to carry
out more studies in this field. Therefore, this study has been done to expand the scope of internal studies and pay
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more attention to applied resarche and theoretical findings in this field.

In the continuation of the article and in the second part of this research, a summary of the findings of previous
internal studies is presented and then general information about the overall structure of the system is presented. In
the rest of the article, it pointed out how to determine the boundaries of syllables and finally, how to extract the
features used from the sound signals of syllables is explained. Then, Markov’s hidden method, incremental algorithm,
system tests are respectively explained and finally conclusion and summary are stated.

2 Research background

With regard to the previous study and related to the subject that were mentioned in the previous sections, in this
section only a number of internal researches that are consistent with the method of this study will be mentioned.

Khanzadi et al [11] recognized Persian phonemes and syllables with neural networks and for the first time launched a
comprehensive system for this purpose. Various recognition modules are implemented including a phoneme recognition
system for the phoneme segmentation task, a syllable recognition system for the syllable segmentation task, and a
sub-word recognition system for the three types of phoneme deletion tasks including the initial, middle, and final
phoneme deletions. The findings of this study show that the accuracy rate for the phoneme recognition is 85.5%, and
for the syllable recognition, it is 89.4%. The accuracy rates for the initial, middle, and final phoneme deletions are
96.76%, 98.21%, and 95.9%, respectively.

Asadolahzade and Homayounpour [2] have investigate to improve phoneme sequence recognition with using hidden
semi-Markov model (HSMM) and neural networks (HSMM-DNN). Furthermore, they investigate the performance
of a post-processing method that corrects the phoneme sequence obtained from the neural network based on our
knowledge about phonemes.The experimental results obtained using the Persian Fars Dat corpus show that using the
extended Viterbi algorithm on HSMM achieves phoneme recognition accuracy improvements of 2.68% and 0.56% over
the conventional methods using Gaussian mixture model-hidden Markov models (GMM-HMMs) and Viterbi on HMM,
respectively. In addition, postprocessing method also increases the accuracy compared to before its application.

Zoughi and Homayounpour [28] in a study related to Persian language, by presenting a adaptive windows con-
volutional neural network(AWCNN), have investigated the speech recognition system in relation to the difference in
expression between speakers and the difference in the expressions of a speaker.The obtaind results and analysis on
FARSDAT and TIMIT datasets show that,for phone recognition task, the proposed structure achieves 1.2%, 1.1% ab-
solute error reduction with respect to CNN models respectively, which is a considereble improvement in this problem.
They conclude that the use of speaker information is very beneficial for recognition acuuracy.

Sheikh Zadegan [23] has studied the effectiveness of Persian speech phonemes in terms of speaker recognition. To
estimate phoneme efficiency, he used a criterion defined as the ratio of “inter-speaker distance (IerSD)” of phonemes to
“intera-speaker distance (IraSD)”. The results of the tests and calculations performed with the “FARSDAT” dataset
showed that vowels and semi-vowels are in the first place in terms of efficiency in speaker recognition.

Homayounpour, Mousavi [9] have used the hidden Markov methods to model the parameters related to speech
units to implement the synthesis system. In order to generate speech synthesis parameters by HMMs, an algorithm
has been used in which the characteristics of Mel Frequency Cepstral coefficients and pitch frequency, as well as their
first and second derivatives have been used. The results of this study show that the scores obtained for the training
sentences (the sentences that were available in the used data set) according to the determined parameters set in 4.2,
4.4 and 4.1 respectively, and for the experimental sentences (sentences outside the used data set) are 4.3, 4.2 and 3.4
respectively.

Salehi [20] used hidden Markov models and artificial neural networks to create a speech recognition system capable
of recognizing Persian digits. She used the CSLU toolbox to implement the combined ANN/HMM model for Persian
speech recognition and collected 210 samples of the speech of a male person and after removing the noises, he manually
labeled 47 of the samples. Then, the remaining training samples were automatically labeled and new ANN neural
networks were created for the final recognition of the three-layer MLP. To extract the features, four methods including
MEL (12 coefficients), MEL derivative (12 coefficients), energy (1 coefficient), and energy derivative (1 coefficient)
were used and by applying recognition on the data, the success of the test was 99.4%, which Considering the small
number of speech data, it is considered a very suitable result.
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3 General structure of the model

As shown in Figure 2, our proposed developed system consists of four stages. These stages are respectively pre-
processing stage, detection of syllable boundaries and features, hidden Markov model (speech recognition method) and
finally post-processing. In the first step, audio signals of predetermined words are pre-processed. In the second step,
the feature vectors corresponding to each syllable sound signal are determined. In the third stage, syllable recognition
is done with Markov’s hidden method [14] and in the last stage, post-processing method are performed to increase the
success of speech recognition.

Figure 2: General structure of the system

In order to calculate the feature pattern of each syllable, the small Persian data base “FARSDAT” [3] is used. In this
data, 304 speakers randomly read twenty sentences. The data of this database were recorded in a low-noise environment
with an average signal to noise of about 31 db and a sampling rate of 22050 Hz. These data are segmented and labeled
at the phoneme level. All 450 unique sentences used in this database have been used. From these data, which contain
1414 unique words whose phonetic equivalents are available in the dataset, samples were taken and pre-processing
was performed using 16-bit pulse code modulation (PMC). In the pre-processing stage, the average audio signals were
rearranged to become zero.

To get the new sound signal (yn), we can use equation (3.1) where xn is the sound signal; m is the average sound
signal:

yn = xn −m, m =

(∑k
i=1 xi

)
k

(3.1)

Before the syllable boundaries are defined and the feature extraction process is performed, the sample sounds are
pre-emphasized. Then syllable boundaries are defined. The sound samples of each syllable are divided into 20 ms
frames and Hamming windowing is applied on the frames. The overlap between the frames is considered 10 milliseconds
and then for each frame of the syllable, 8 feature values are obtained from the LPC, parcor and MFCC feature vectors.
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With the HMM speech recognition method, the HMM syllable model is created for each syllable in the training
phase. Then, by calculating the similarity between syllable sound signals and syllable patterns, the recognized syllables
in the word are determined. Post processing is done at the end of proses to realize better recognition. In this study,
applications are coded with Matlab software version 2019.

4 Setting syllable boundaries

The method of determining syllable boundaries consists of two stages. The first step is the process of determining
the starting and ending points of words and audio signals. For this, the parts without noise are removed until the part
where the word is pronounced and again from the place where the pronunciation of the word ends until the end.The
second step is the process of determining the boundaries of the syllables in the word. The algorithm for determining
syllable boundaries is given below.

4.1 Algorithm for determining the boundaries of syllables in a word

1. After determining the beginning and end indices (SB and SS) of the sound, syllable boundaries are determined
with the following algorithm:

n = (n1, n2, . . . , nk) = (x̃SB , x̃SB+1, . . . , x̃SS) (4.1)

2. The n vector is divided into windows with k number of non-overlapping samples. The n̄ vector is also the average
of each window with L samples:

n̄ = (n̄1, n̄2, . . . , n̄p), P =
K

L
(4.2)

n̄i =

(i+1)∗L−1∑
n=m∗L

nm

 /L, i = 1, 2, . . . , p (4.3)

3. The slopes between successive values of the N vector are calculated and the training vector is formed. For
i = 1, 2, . . . , p− 1,

n̄E = (n̄E1 , n̄E2 , . . . , n̄Ep−1) ve n̄Ei = n̄i+1/n̄i (4.4)

4. A new vector a = (a1, a2, . . . , ap−1), consisting of +1 and -1, is calculated from the slope vector. In this way,
the increasing and decreasing vector is calculated. Therefore, we will have:

For k = 1 To p− 1
If ak−1 = 1 and ak = −1
Otherwise ak = −1
End

(4.5)

5. H: Number of syllables in the word
H = 0
For k = 2 To p− 1
if ak−1 = 1 and ak = −1
if H = H + 1
End

(4.6)

6. Index groups containing -1 values in vector a are values with main syllable boundaries. The margin of syllables
will be H − 1. The s = (s1, s2, . . . , sH−1) vector is calculated for syllable boundaries. The Si values are the
values that hold the indices of the x̃ vector:
For k = 1 To H − 1
If the index in the middle of the indexes with kth consecutive -1 values in vector a is W :
Sk = SB + L ∗W
END

7. So far, the starting value of SB and the ending value of SS of the sound have been determined exactly in
the x̃ vector. The vector S is the vector of approximate boundary indices between syllables. To find more
precise boundaries, the following procedure is performed and its s̃ = (s̃1, s̃2, . . . , s̃H+1) vector is obtained. Here,
assuming s̃1 = SB and s̃H+1 = SS:
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For i = 1 To H − 1
In the interval Si − 500 and Si + 500, windows with the number of 20 samples are formed and after calculating
the average of these windows, a window with the smallest average is selected and the index between this window,
will be equal to s̃i+1 = q.

8. Syllable boundary indices in the x̃ sound vector are found in the form of the s̃ vector. The beginning of the
kth syllable will be from s̃k and the end of that syllable will be index s̃k+1. In each word, will be H number of
syllables.

5 Identifying the features of LPC, Parcor and MFCC

Before calculating LPC, parcor and MFCC features, vectors of syllable audio signals are filtered by preprocessing.
Then divided into 20 millisecond frames. After a 10 ms overlap, a Hamming windowing is applied to each frame.
In this section, the correlation vector and the autocorrection vector [1, 18] are calculated. In the following, with the
method proposed by Rabiner, Juang [18], Predictive linear coding and Parcor feature extraction. At the end, the
value of eight characteristics of LPC, parcor and MFCC are obtained for each frame. Finally, these generated feature
vectors for each syllable are saved with file name, syllable name and file extension “fetN” for later use. The letter N
indicates that the syllable in the word is which syllable.

6 Hidden Markov model

HMM is a method that statistically models audio signals. This method is one of the most successful speech
recognition methods and has the ability to mathematically describe audio signals in a very convenient way. The
inputs in this method are a representation of time-dependent discrete data that is displayed as a vector. An HMM
consists of finite states, and each of them is connected by probability distributions. Transitions between states are
determined by probability values called “transition probabilities” [4]. An observation or outcome in a state is obtained
from the probability distributions that depend on it. Since the states are not visible to outside observers, then word
“hidden” is used in this method. To define the HMM method, the following variables are needed:

N : the number of modes in the model.

M : number of viewing symbols in alphabets. If the observations are continuous, M will be infinite.

A: Transfer probabilities as seen in equation (6.1).

A = {aij}
aij = p{qt+1 = j|qt = i}, 1 ≤ i, j ≤ N (6.1)

qi represents the current state. The transition probabilities provide the normal probability constraints in equations
(6.2) and (6.3):

aij ≥ 0, 1 ≤ i, j ≤ N (6.2)

N∑
j=1

aij = 1 1 ≤ i ≤ N (6.3)

The probability distribution of states can be seen as shown in equation (6.4).

B = {bj(k)}
bj(k) = p{0t = vk|qt = j}, 1 ≤ j ≤ N 1 ≤ i ≤ M (6.4)

vk, in alphabetical order, represents the observation symbol k. ot is the current parameter vector. The possible
constraints in equations (6.5) and (6.6) must be satisfied.

bj(k) ≥ 0, 1 ≤ j ≤ N, 1 ≤ k ≤ M (6.5)

M∑
k=1

bj(k) = 1, 1 ≤ j ≤ N (6.6)
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If the observations are continuous, we should use probability density function instead of discrete probability. In
this case, we must specify the parameters of the probability density function. In general, as seen in equation (6.5),
the probability density M of the Gaussian distribution approaches the sum of their approximate weights. Possible
restrictions must be met in the following relationship:

bj(Ot) =

M∑
m=1

CjmΩ

µjm,
∑
jm

, Ot


Cjm : weighting coefficients (6.7)

µjm : Mean vectors∑
jm

: Joint exchange matrices

Cjm ≥ o, , 1 ≤ J ≤ N, 1 ≤ m ≤ M (6.8)

M∑
m=1

Cjm = 1, 1 ≤ j ≤ N (6.9)

The initial state distributions are given in the following equations.

π = {πi}
πi = p{q1 = i}, 1 ≤ i ≤ N (6.10)

If we want to use a more compact notation, we can express the probability distribution of this method using a
continuous density as seen in Equations (6.11) and (6.12):

λ = (A,B, π) (6.11)

λ = (A, cjm, µjm,Σjm, π) (6.12)

7 Post-processing algorithm

After completing the syllable recognition process with the HMM method, the syllables are combined and the
known word is identified.However, this found word may be a non-Persian word as a result of misrecognition. In order
to increase recognition success, each syllable is sorted according to the first 10 orders. Therefore, Persian words are
searched by combining syllables based on the highest order, and if a Persian word is found, the identification process
ends.

N : the number of syllables related to the word retrieved from the test database.

Hk(S): The kth syllable of the tested word is the most similar to the sth ranked syllable.

1. i = 1, 2, 3, . . . , 10 and Si is one of the ten syllables that is most similar to the i-th syllable.
Syllables are combined as H1(S1)H2(S2) . . . H10(S10) and a new word is formed. A total of 10N words are
obtained.

2. A level determined for each word. The sum of the rows of syllables that make up the word in step 1 is calculated
and this sum will be the level of that word.

3. The word level starts with the smallest one and if this word exists in the word database, the word is found and
the process ends regardless of other words. If there are no words in the database, the system cannot find a word.

8 Implementation of tests and research findings

After determining the syllable boundaries of audio files, LPC, Parcor and MFCC features of each syllable were
calculated. 10 syllables similar to each syllable of the words in the test database can be obtained using the hidden
Markov model method. Syllables with the least distance value will be the most similar syllables.

If the syllables with the smallest distance from the syllables of the word in the test database are combined, the
closest text word is obtained. The detection rates of the system depending on the features used and whether post-
processing was used or not are given in Table 1. Accordingly, the recognition success using post-processing increased
by about 16%. The greatest success was achieved using post-processing in the MFCC feature, with a success rate of
81.3%.
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Table 1: System word error rate

Speech Recognition Method
Characteristics

LPC MFCC PARCOR
Hidden Markov 41.1 36.3 32.5

Hidden Markov (post-processing) 23.9 19.5 18.7

9 Conclusion

In this paper, speech recognition systems for discrete and speaker-dependent Persian words based on syllables
were developed using hidden Markov model method. As main features, linear predictive coding (LPC), parcor and
MFCC features were selected and the programs were implemented and compared. The results of the tests showed
that the post-processing method included in the system has greatly increased the performance of the system. The
most successful feature was related to the MFCC system and the word error rate was determined to be 18.7%. After
MFCC, the order of feature success belonged to parcor and LPC.
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