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Abstract

In this work, we explore the consequences of fear and time delay on the intraguild predation model. Also, the predator
consumes its prey in the form of a ratio-dependent type of interaction. We consider the fear in the prey population and
the gestation effect on the predator population. We analyze the existence and the local stability of the proposed model
without delay near all non-negative equilibrium points. Furthermore, by taking the fear parameter, the condition to
satisfy the existence of Hopf-bifurcation near the coexisting equilibrium is derived. Moreover, we also examine the
local stability property and Hopf-bifurcation investigation for the corresponding model in the presence of time delay.
Some simulation results were also done to support the primary analytical findings.
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1 Introduction

The investigation of dynamical interactions among the various species is an important theme in the environ-
ment and, most importantly, the study of relationships between predators and preys. In the environment, there are
two techniques for capturing the predatory effects of prey-predator interactions: The first one is direct interaction,
where the predator kills the prey directly. The role of functional responses is most important in the study of prey-
predator interactions. There are various types of functional responses, including Holling types I, II, and III [1, 2, 3],
Crowley-Martin [4], Beddington-DeAngelis [5], and ratio-dependent [6]. These functional responses depend on both the
prey density and predator density. The analytical behavior of a common ratio-dependent predator-prey model at ori-
gin has been investigated by Jost et al. [7].The parametric study of the prey-predator model investigation was done
by Berezovskaya et al. [8], where they considered the prey-predator interaction as a ratio-dependent type. Agarwal
and Singh [9] investigated the persistence, boundedness, and stability behavior of a ratio-dependent type three species
food-chain model. Flores and Gonzalez-Olivares [10] examined a modified Leslie-Gower predator-prey model with a
ratio-dependent type of functional response. Jiang et al. [11] explored the structural stability to study the different

∗Corresponding author
Email address: svinothappu@gmail.com ( S. Vinoth)

Received: May 2022 Accepted: August 2022

http://dx.doi.org/10.22075/ijnaa.2022.27109.3502


928 Magudeeswaran, Vinoth, Sathiyanathan, Chaisena

types of bifurcation for the proposed ratio-dependent predator-prey model. Khajanch and Banerjee [12] discussed the
dynamics of a stage-structured prey–predator model with interaction in the form of ratio-dependent type on the effect
of prey refuge. They revealed that the presence of a prey refuge has a significant impact on predator–prey interaction.
The authors in [13] have discussed the rate of individual predator-prey intake according to the ratio-dependent type
of functional response and the formation of a predator-prey model by self and cross-distribution when harvesting
prey through a non-linear harvesting strategy. Roy et al. [14] investigated a two-species prey-predator system with
a ratio-dependent functional type, where predator species have to engage in intra-specific competition due to limited
resources of food. In this paper, we consider the system that incorporates ratio-dependent functional response that
was first introduced by Arditi and Ginzburg [6].

The second type of species interaction is indirect interaction. Compared to direct interaction, the behavioral and
physiological modifications related to fear of predation are more efficient and longer-lasting evolutionary effects [36].
This interaction may have a significant impact on the behavior of prey because of the possibility of predation. The fear
phenomenon was first introduced by Cannon [15]. Preys are always afraid to enter into an open environment because
they are scared of predators, and they do not even have a fearless atmosphere for daily behaviors such as breeding. So
the fear of predators affects their breeding rate, and it is necessary to consider the effect of panic as a form of breeding
decline. The predator-prey model and the influence of fear on prey density have piqued the interest of many scholars.
Recently, the authors, Pal et al. [16], investigated the effect of fear on the Beddington-DeAngelis prey-predator model.
The authors in [17] investigated the stability and different bifurcation behaviors of the Leslie type predator-prey model
with fear and the Allee effect. Hossain et al. [18] discussed the impact of fear on the three-species intraguild predation
model. They came to the conclusion that increasing the intensity of fear causes the system to stabilize from chaotic
oscillations. They also discovered that various combinations of fear of intraguild prey and fear of intraguild predator
could produce bi-stability between planer equilibrium points as well as between interior and planer equilibrium points.
Also, they discovered that fear may produce more stable limit cycles. Kumar and Kumari [19] analyzed the dynamics
of the three-species food chain model by incorporating two fear effects. They conclude that fear parameters control
the chaotic dynamics of the proposed model. This is because the system shows chaotic behavior if the effect of fear is
small, and if the effect of fear is large, the system dynamics change from chaotic behavior to stable focus. Recently,
Pandy et al. [20] studied the Holling type-II prey-predator model with the influence of fear in prey population. They
concluded that the system’s chaotic behavior is projected to low values of both fear parameters.

In addition, one of the very most common components found in every biological activity is a time delay. These are
accounted for by different types of delays in the biological process, such as incubation delay [21], maturation delay
[22], and gestation delay [23]. These types of time delays in the biological process make the system more practical and
complex. Pal et al. [24] investigated the local stability and the possibility of Hopf-bifurcation near the interior equi-
librium point and determined the requirements for the proposed model’s direction and stability. They have discovered
that the model shows chaotic behavior by changing the value of gestation delay. Yan and Zhang [25] explored the
Hopf-bifurcation analysis in the Lotka-Volterra predator-prey system with time delay. However, they have investigated
the linear stability and demonstrated the existence of Hopf-bifurcation. The authors in [26] explored the dynamics
of a food chain model with a time delay and an additive Allee effect. Xu and Liao [27] performed a mathematical
analysis such as local stability and the appearance of Hopf-bifurcation based on the coexisting equilibrium point for
the Holling type-II delayed food-chain model, and concluded that the cost of time delay exhibits chaotic behavior.
Some researchers have recently been working on a prey-predator model that takes both time delay and ratio-dependent
functional response into account. Song et al. [28] have investigated local stability, Hopf-bifurcation, and the criteria
for directional stability around the interior equilibrium point. As a result, they found that delay plays an impor-
tant role in ecology. The authors in [29] investigated the local and global stability analysis as well as the existence
of Hopf-bifurcation conditions for both delayed and non-delayed intraguild predation models with a ratio-dependent
functional response. Several authors investigated the dynamical behaviour of the intraguild predation model with
various functional responses [30, 31, 32]. To the best of our knowledge, no one has explored the effect of fear on the
intraguild model with a ratio-dependent type of functional response in the existing literature. Motivated by this fact,
we study the intraguild predation model by considering ratio-dependent type interaction and also by incorporating
fear and time delay.

The organization of this paper: Section 1 presents the background, motivations, and objectives of this study. The
formulation of the mathematical model for the problem undertaken together with the basic preliminaries are discussed
in Section 2, Sections 3 and 4 explore the appearance of positive equilibria and provide a local stability analysis,
respectively. We provide the conditions for the occurrence of Hopf-bifurcation for the non-delayed model in Section 5.
In Section 6, we discuss the parameters of local stability and the presence of Hopf-bifurcation analysis in the delayed
model. Finally, in Sections 7 and 8, we elaborately discussed the numerical simulations and conclusion.
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2 Mathematical Model

Putra et al. [32] considered the food chain model, where the intake of prey by its predator is in the form of
Holling-II type and it is given by

du

dt
= r1u

(
1− u

n1w

)
− e1uv

p+ u
,

dv

dt
= r2v(1−

v

n2w
) +

e2uv

p+ u
,

dw

dt
= w (δ − µu− ηv) ,

(2.1)

with the non-negative initial conditions u(0) = u0 > 0, v(0) = v0 > 0, and w(0) = w0 > 0, where

� u, v, and w are the sizes of prey, predators, and biotic resources at time t, respectively.

� r1, r2, n1, n2, e1, e2, p, δ, µ, η are the positive parameters.

� r1 and r2 be the per capita growth rate of the prey and predator populations, respectively.

� The terms n1w and n2w form the environmental carrying capacity for the populations u and v, respectively.

� The parameters n1 and n2 are the carrying capacities of each individual, u and v, respectively. We assume
0 < n1 < 1 and 0 < n2 < 1 with n1 + n2 = 1, thus n1w + n2w is the total carrying capacity. If n2 > n1, the
prey population u receives a greater share of the biological resources, leading to higher carrying capacity. As a
result, u can grow larger than v.

� Here δ be the growth rate of biotic resources, the uptake rate of resource by u is µuw and by v it is ηvw, where
µ and η are constants.

� The Holling type-II interaction term is uv
p+u , where p is a half-saturation concentration constant. The predation

rate is denoted by e1, whereas e2 is the predator’s growth rate as a result of contact with prey.

Next, we include the fear effect in the intraguild predation model (2.1) to study the dynamical changes. To attain this
object, pursue the way of Panday et al. [20]. In this model, we consider the prey population’s growth rate reduces
due to the fear of its predators. The intraguild prey’s development is reduced only by its intraguild predator. It is a
well established fact that the continuous fear induced by predators are surmise to affect the basic reproduction of the
prey species [33]. Thus, we have modified the growth term by multiplying a decreasing function (w.r.t. cost of fear
and availability of predators) as follows:

F1(f, v) =
1

1 + fv
.

This refers to the cost of fear in intraguild prey due to the intraguild predators’. Here, f is the level of fear. Considering
the biological meaning of f , it is quite reasonable to assume the following conditions [11]:

f(0, v) = F1(f, 0) = 1, lim
f→∞

F1(f, v) = 0 = lim
v→∞

F1(f, v),

∂F1(f, v)

∂f
< 0,

∂F1(f, v)

∂v
< 0.

In this work, we incorporate a ratio-dependent type interaction term uv
u+v and the fear effect f , then the model (2.1)

becomes the following form:

du

dt
=

r1u

1 + fv

(
1− u

n1w

)
− e1uv

u+ v
,

dv

dt
= r2v

(
1− v

n2w

)
+
e2uv

u+ v
,

dw

dt
= w (δ − µu− ηv) ,

(2.2)

with non-negative initial conditions u(0) > 0, v(0) > 0, and w(0) > 0.
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3 Existence of Equilibria

The model (2.2) has the below equilibrium points:

1. The predator free equilibrium point E1(
δ
µ , 0,

δ
µn1

).

2. The prey free equilibrium point E2(0,
δ
η ,

δ
ηn2

).

3. Interior equilibrium point E∗(u∗, v∗, w∗), where

v∗ =
δ

η
− µu∗

η
, w∗ =

r2v
∗(u∗ + v∗)

n2r2(u∗ + v∗) + e2n2u∗
,

and u∗ obtain by solving the below equation

A0u
∗4 +A1u

∗3 +A2u
∗2 +A3u

∗ +A4 = 0, (3.1)

with

A0 = n1e1µ
3ηfr2 − n1e1µ

4fr2,

A1 = n2e2µη
3r1−n2e2η4r1+n1e1µ3ηr2−n1e1µ2η2r2+4n1e1δµ

3fr2−3n1e1δµ
2ηf

−n1µ3ηr1r2 + 2n1µ
2η2r1r2 − n2µ

2η2r1r2 + 2n2µη
3r1r2 − qη4r1r2,

A2 = −n2e2δη3r1 − 3n1e1δµ
2ηr2 + 2n1e1δµη

2r2 − 6n1e1δ
2µ2fr2 + 3n1δµ

2ηr1r2

−4n1δµη
2r1r2 + 2n2δµη

2r1r2 + n1δη
3r1r2 − 2n2δη

3r1r2,

A3 = 3n1e1δ
2µηr2 − n1e1δ

2η2r2 + 4n1e1δ
3µfr2 − n1e1δ

3ηfr2 − 3n1δ
2µηr1r2

−n2δ2η2r1r2 + 2n1δ
2η2r1r2,

A4 = n1δ
3ηfr2 − n1e1δ

3ηr2 − n1e1δ
4fr2.

Note, it is difficult to say about the positive roots of (3.1). Let us assume that (3.1) has at least on positive u∗, then
the model (2.2) has the coexisting equilibrium point E∗(u∗, v∗, w∗) and also satisfies δ > µu∗.

4 Local Stability Analysis

In this part, we study the local stability properties of the equilibrium points. For this, the Jacobian matrix is
calculated at an arbitrary equilibrium point E(u, v, w) and is given below

J(u, v, w) =

 A11 A12 A13

A21 A22 A23

A31 A32 A33

 , (4.1)

where

A11 =
r1

1 + fv
− 2ur1
n1w(1 + fv)

− e1v
2

(u+ v)2
, A12 =− r1fu

(1 + fv)2
+

r1u
2f

(1 + fv)2n1w
− e1u

2

(u+ v)2
,

A13 =
r1u

2

(1 + fv)n1w2
, A21 =

e2v
2

(u+ v)2
, A22 = r2 −

2r2v

n2w
+

e2u
2

(u+ v)2
, A23 =

r2v
2

n2w2
,

A31 = −µw,A32 = −ηw,A33 = δ − µu− ηy.

The following theorem is used to analyze the local stability properties of E1, E2, and E
∗.

Theorem 4.1. For model (2.2), we have

1. The equilibrium point E1 is unstable.

2. The equilibrium point E2 is locally asymptotically stable, if r1η
η+fδ < e1.
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3. The interior equilibrium point E∗(u∗, v∗, w∗) is locally asymptotically stable, if ϵ1 > 0, ϵ3 > 0, and ϵ1ϵ2 > ϵ3.

Proof .

1. The Jacobian matrix at the E1(
δ
µ , 0,

δ
µn1

) is

J(E1) =

 −r1 −e1 r1n1
0 r2 + e2 0

− δ
n1

− ηδ
n1µ

0

 . (4.2)

The eigenvalues of the above Jacobian matrix at E1 are

λ1 = r2 + e2, λ2,3 =
1

2

(
−r1 ±

√
r21 − 4r1δ

)
,

which implies, λ1 > 0, thus E1 is unstable.

2. The Jacobian matrix at E2(0,
δ
η ,

δ
ηn2

) is

J(E2) =

 r1η
η+fδ − e1 0 0

e2 −r2 r2n2
− δµ

n2η
− δ

n2
0

 . (4.3)

The eigenvalues of J(E2) are

λ1 =
r1η

η + fδ
− e1, λ2,3 =

1

2

(
−r2 ±

√
r22 − 4r2δ

)
< 0.

Then E2 is locally asymptotically stable, if r1η
η+fδ < e1.

3. The Jacobian matrix at E∗(u∗, v∗, w∗) is

J(E∗) =

 S11 S12 S13

S21 S22 S23

S31 S32 0

 , (4.4)

where

S11=
e1u

∗v∗

(u∗+v∗)2
− r1u

∗

n1w∗(1+fv∗)
, S12=

r1fu
∗2

n1w∗(1+fv∗)2
− r1fu

∗

(1+fv∗)2
− e1u

∗2

(u∗+v∗)2
,

S13=
r1u

∗2

(1+fv∗)n1w∗2 , S21 =
e2v

∗2

(u∗+v∗)2
, S22 = − e2u

∗v∗

(u∗+v∗)2
− r2v

∗

n2w∗ , S23 =
r2v

∗2

n2w∗2 ,

S31 = −µw∗, S32 = −ηw∗.

The corresponding characteristic equation of (4.4) is

ρ3 + ϵ1ρ
2 + ϵ2ρ+ ϵ3 = 0, (4.5)

where,

ϵ1 = −(S11 + S22), ϵ2 = S11S22 − S12S21 − S23S32 − S13S31,

ϵ3 = S11S23S32 + S13S22S31 − S12S23S31 − S13S21S32.

By Routh-Hurwitz criteria [34], E∗ is locally asymptotically stable, if ϵ1 > 0, ϵ3 > 0, and ϵ1ϵ2 > ϵ3.

□
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5 Hopf-bifurcation Analysis

In this part, we examine the model’s bifurcation by analyzing it analytically based on the effect of fear f . The
below theorem shows that the existence of Hopf-bifurcation by taking fear parameter as a varying parameter.

Theorem 5.1. The model (2.2) undergoes the Hopf-bifurcation if bifurcation parameter f (fear parameter) exceeds
a critical value. The occurrence of Hopf-bifurcation conditions at f = f∗ as follows

1. H(f∗) = ϵ1(f
∗)ϵ2(f

∗)− ϵ3(f
∗) = 0,

2. d
df (Re(ρ(f)))

∣∣∣
f=f∗

̸= 0.

Where, ρ is the zero of characteristic equation associated with interior equilibrium point.

Proof .

For f = f∗, characteristic equation (4.5) must be of the form

(ρ2(f∗) + ϵ2(f
∗))(ρ(f∗) + ϵ1(f

∗)) = 0. (5.1)

The roots of the above equations are ±i
√
ϵ2(f∗) and −ϵ1(f∗). To establish that the Hopf-bifurcation occurs at f∗ = f ,

it is necessary to satisfy the following transversality condition.

d

df
(Re(ρ(f)))

∣∣∣∣
f=f∗

̸= 0.

For all f , the roots are generally in the from

ρ1(f) = r(f) + is(f),

ρ2(f) = r(f)− is(f),

ρ3(f) = −ϵ1(f).

Now, we check the condition
d

df
(Re(ρj(f)))

∣∣∣∣
f=f∗

̸= 0, j = 1, 2.

Let, ρ1(f) = r(f) + is(f) in (5.1), we get
A(f) + iB(f) = 0,

where

A(f) = r3(f) + r2(f)ϵ1(f)− 3r(f)s2(f)− s2(f)ϵ1(f) + ϵ2(f)r(f) + ϵ1(f)ϵ2(f),

B(f) = ϵ2(f)s(f) + 2r(f)s(f)ϵ1(f) + 3r2(f)s(f)− s3(f).

To fulfill equation (5.1), we must have A(f) = 0 and B(f) = 0. Then differentiating A and B with respect to f , we
have

dA

df
= ψ1(f)r

′(f)− ψ2(f)s
′(f) + ψ3(f) = 0, (5.2)

dB

df
= ψ2(f)r

′(f) + ψ1(f)s
′(f) + ψ4(f) = 0, (5.3)

where

ψ1(f) = 3r2(f) + 2r(f)ϵ1(f)− 3s2(f) + ϵ2(f), ψ2(f) = 6r(f)s(f) + 2s(f)ϵ1(f),

ψ3(f) = r2(f)ϵ′1(f)− s2(f)ϵ′1(f) + ϵ′2(f)r(f), ψ4(f) = 2r(f)s(f)ϵ′1(f) + ϵ′2(f)s(f).

On multiplying (5.2) and (5.3) by ψ1(f) and ψ2(f) respectively, then sum the two equations, we have

r′(f) = −ψ1(f)ψ3(f) + ψ2(f)ψ4(f)

ψ2
1(f) + ψ2

2(f)
. (5.4)
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Substituting r(f) = 0 and s(f) =
√
ϵ2(f) at f = f∗ on ψ1(f), ψ2(f), ψ3(f) and ψ4(f), we obtain

ψ1(f
∗) = −2ϵ2(f

∗), ψ2(f
∗) = 2ϵ1(f

∗)
√
ϵ2(f∗),

ψ3(f
∗) = ϵ′3(f

∗)− ϵ2(f
∗)ϵ′1(f

∗), ψ4(f
∗) = ϵ′2(f

∗)
√
ϵ2(f∗).

The equation (5.4), implies

r′(f∗) =
ϵ′3(f

∗)− (ϵ1(f
∗)ϵ2(f

∗))
′

2 (ϵ22(f
∗) + ϵ21(f

∗))
. (5.5)

If ϵ′3(f
∗)− (ϵ1(f

∗)ϵ2(f
∗))

′ ̸= 0, which implies that

d

df
(Re(ρj(f)))

∣∣∣∣
f=f∗

= r′(f∗) ̸= 0, j = 1, 2.

and
ρ3(f

∗) = −ϵ1(f∗) ̸= 0.

Therefore, the condition ϵ′3(f
∗) − (ϵ1(f

∗)ϵ2(f
∗))

′ ̸= 0 is guaranteed that the condition for transversality is satisfied,
hence the model (2.2) has enter into Hopf-bifurcation at f = f∗ □

6 Bifurcation Analysis with Time Delay

In this part, we analyze the model (2.2) in the presence of time delay. It may take some time to digest u, i.e., the
ratio of v to the delay in converting the food consumed into energy. So, the model (2.2) takes the following form with
the effect of delay τ as

du

dt
=

r1u

1 + fv

(
1− u

n1w

)
− e1uv

u+ v
,

dv

dt
= r2v(1−

v

n2w
) +

e2u(t− τ)v(t− τ)

u(t− τ) + v(t− τ)
,

dw

dt
= w (δ − µu− ηv) ,

(6.1)

subject to the initial conditions u0(θ) = Λ1(θ) > 0, v0(θ) = Λ2(θ) > 0, and w0(θ) = Λ3(θ) > 0, where θ ∈ [−τ, 0].

6.1 Local Stability and Hopf-bifurcation Analysis

To get the local stability of E∗(u∗, v∗, w∗), use the following transformations ū = u(t) − u∗, v̄ = v(t) − v∗, and
w̄ = w(t) − w∗ where, ū, v̄, and w̄ are the small perturbation around u∗, v∗, and w∗, respectively. Then we get the
linearized model of the form u̇

v̇
ẇ

 =

 f11 f12 f13
0 f22 f23
f31 f32 f33

 u∗

v∗

w∗

+

 0 0 0
f21 f24 0
0 0 0

 u∗(t− τ)
v∗(t− τ)
w∗(t− τ)

 , (6.2)

where

f11=
r1

1+fv∗
− 2u∗r1
n1w∗(1+fv∗)

− e1v
∗2

(u∗+v∗)2
, f12=− r1fu

∗

(1+fv∗)2
+

fr1u
∗2

n1w∗(1+fv∗)2
− e1u

∗2

(u∗+v∗)2
,

f13 =
r1u

∗2

n1w∗2(1 + fv∗)
, f22 = r2 −

2r2v
∗

n2w∗ , f23 =
r2v

∗2

n2w∗2 , f21 =
e2v

∗2

(u∗ + v∗)2
,

f24 =
e2u

∗2

(u∗ + v∗)2
, f31 = −δw∗, f32 = −ηw∗, f33 = δ − µu∗ − ηv∗.

Characteristic equation of (6.2) is∣∣∣∣∣∣
f11 − λ f12 f13
f21e

−λτ f22 + f24e
−λτ − λ f23

f31 f32 f33 − λ

∣∣∣∣∣∣ = 0,
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which implies that
λ3 + (K1λ

2 +K2λ+K3) + (K4λ
2 +K5λ+K6)e

−λτ = 0, (6.3)

where

K1 = −(f11 + f22 + f33),K2 = f11f22 + f11f33 + f22f33 − f23f32 − f13f31,

K3 = f11f23f32 + f13f22f31 − f11f22f33 − f12f22f31,K4 = −f22,
K5 = f11f22 + f24f33 − f12f21,K6 = f12f21f33 + f13f24f31 − f11f24f33 − f13f21f32.

If λ = iγ(γ > 0) is a zero of (6.3), we have

−iγ3 − γ2K1 + iγK2 +K3 + (−γK4 + iγK5 +K6)e
−iγτ = 0.

On simplification, we have

γ2K1 −K3 = (K6 − γ2K4)cosγτ + γK5sinγτ, (6.4)

γK2 − γ3 = −γK5cosγτ + (K6 − γ2K4)sinγτ. (6.5)

From (6.4) and (6.5), we have

γ6 + (K2
1 −K2

4 − 2K2)γ
4 + (K2

2 − 2K1K3 + 2K4K6 −K2
5 )γ

2 + (K2
3 −K2

6 ) = 0, (6.6)

substituting τ = τ̂ and γ = γ̂ in above equation, which implies that

γ̂6 + (K2
1 −K2

4 − 2K2)γ̂
4 + (K2

2 − 2K1K3 + 2K4K6 −K2
5 )γ̂

2 + (K2
3 −K2

6 ) = 0. (6.7)

Let, γ̂2 = m, we get
m3 + σ1m

2 + σ2m+ σ3 = 0, (6.8)

where

σ1 = K2
1 −K2

4 − 2K2,

σ2 = K2
2 − 2K1K3 + 2K4K6 −K2

5 ,

σ3 = K2
3 −K2

6 .

By the Descartes’ identity rule [34], if σ1 and σ3 are opposite signs, then (6.7) has at least one positive root. Then
the discussion on the the local stability and bifurcation behavior of model (6.1) near E∗ on the basis of parameter τ
is summarized in the following theorem.

Theorem 6.1. Let as assume that E∗ exists and is locally asymptotically stable when τ = 0. Also, assume the
equation (6.7) has the positive root γ̂2 = m.

i. Then, there is τ = τ∗, i.e. the model (6.1) at E∗ is locally asymptotically stable for τ ∈ [0, τ∗) and if, τ > τ∗

the model (6.1) becomes unstable.

ii. Also, when τ = τ∗, the model (6.1) has enters into a Hopf-bifurcation at E∗ ,
if 2γ6 + (K2

1 − 2K2 −K2
4 )γ

4 −K2
5 +K2

6 ̸= 0

Proof . Since, γ̂i be the zero of (6.8) and the equation (6.3) has couple of purely imaginary roots ±iγ. From (6.4)
and (6.5), we have τ∗i as as function of γ̂i for i = 0, 1, 2, · · · , which gives

τ∗i =
1

γ̂i

{
arccos

[
(γ̂2iK1 −K3)(K6 −K4γ̂2i )− γ̂iK5(γ̂K2 − γ̂3)

(K6 −K4γ̂2i )
2 + (K5γ̂2i )

2

]
+ 2iπ

}
. (6.9)

By Butlers lemma [35], E∗ is stable if τ < τ∗ and unstable if τ ≥ τ∗, which is given the following condition is met.

To get that condition, differentiate (6.4), we have

dλ

dτ
=

λe−λτ (K4λ
2 +K5λ+K6)

3λ2 + 2K1λ− τ(K4λ2 +K5λ+K6)e−λτ
,(

dλ

dτ

)−1

=
(3λ2 + 2K1λ+K2)e

−λτ + 2K4λ+K5

λ(K4λ2 +K5λ+K6)
− τ

λ
,

Re

{(
dλ

dτ

)−1
}

=
2γ6 + (K2

1 − 2K2 −K2
4 )γ

4 −K2
5 +K2

6

γ2(K6 −K4γ2)2 + γ4K2
5

̸= 0.
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It is guaranteed, if 2γ6 + (K2
1 − 2K2 −K2

4 )γ
4 −K2

5 +K2
6 ̸= 0. Hence the model (6.1) undergo a Hopf-bifurcation at

τ = τ∗. □

7 Numerical Simulations
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Figure 1: The time evaluation of intraguild prey, intraguild predator and biotic resource and phase portrait for the model (2.2) when
f = 0.2, and the red point represents E∗(0.075821, 0.899442, 0.200972).
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Figure 2: The oscillating time evaluation and phase portrait for the model (2.2) with f = 0.5, and the red point represents
E∗(0.0568578, 0.914628, 0.264678).
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Figure 3: The time evaluation of intraguild prey, intraguild predator and biotic resource and phase portrait for the model (2.2) when
f = 0.7, and the red point represents E∗(0.0359866, 0.931341, 0.40073).
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Figure 4: Represents the extinction of the intraguild prey in time-series and phase portrait for the model (2.2) with f = 1.

In this part, we give numerical simulations based on our analytic conclusions to highlight the impact of fear on
the non-delayed model (2.2) and to illustrate our theoretical conclusions. The simulations are performed using MAT-
LAB’s ode45 and dde23 solvers for 1800-time steps. The fixed parameter values of the model (2.2) are as r1 = 1.01, r2 =
0.0031, δ = 2.41, µ = 2.01, η = 2.51,
n1 = 1, n2 = 0.35, e2 = 0.47, e1 = 0.578, and varying f ∈ (0, 1]. By choosing f = 0.2, we have the preda-
tor free equilibrium E1(1.199, 0, 1.199), the prey free equilibrium point E2(0, 0.960159, 2.74331), and the coexisting
equilibrium point E∗(0.075821, 0.899442, 0.200972) are exists. Then from Theorem 4.1 the equilibria E1 and E2 are
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Figure 5: The bifurcation diagram for the model (2.2) with f ∈ (0, 1], the Hopf-bifurcation occurs at f = 0.41 and f = 0.57.

unstable according to the eigenvalues of the Jacobian matrices (4.2) and (4.3). Again, the Jacobian matrix at the
positive equilibrium E∗ has complex conjugate eigenvalues with negative real part as the inequalities ϵ1 > 0, ϵ3 > 0
and ϵ1ϵ2 > ϵ3 are hold. Hence, the interior equilibrium E∗ is locally asymptotically stable, we can say that the all three
populations prey, predator, and biotic resource coexists and survive long time for the smaller value of fear parameter
f = 0.2. Thus, the locally asympotically stable time series and phase portrait is shown in Figure 1. On increasing
the fear parameter f gradually, we have E∗(0.0568578, 0.914628, 0.264678) for f = 0.5 which is unstable and the near
by trajectories shows oscillating behavior i.e., limit cycle exist. Thus, the existence of limit cycle is clearly depicted
in Figure 2. This stability loss and the birth of periodic oscillations is due to the Hopf-bifurcation when the fear
criterion passes the critical value f = f∗ = 0.41. From the results derived in the section 5, for f = f∗ = 0.41 we
obtain ϵ1(f

∗)ϵ2(f
∗)− ϵ3(f

∗) = 0.000184258, ϵ′3(f
∗)− (ϵ1(f

∗)ϵ2(f
∗))′ = 0.0397351 ̸= 0., and also, Theorem 5.1 ensures

the presence of Hopf-bifurcation for the model (2.2). This oscillations reduces on further increasing the cost of fear
criterion. At f = 0.7, we have locally asymptotically stable equilibrium E∗(0.0359866, 0.931341, 0.40073), see Figure
3. Thus the unstable E∗ becomes stable via the Hopf-bifurcation, when f crosses the critical value f = 0.57. For larger
value of fear f = 1, the prey population eventually reduces and goes extinct, only the predator and biotic resources
exists, see Figure 4. Hence, the fear coefficient should be less than some critical value, such that all three species
coexist and survive for long time. For the clear representation, the changes in dynamics of the model (2.2) with the
effect of fear parameter f , the bifurcation diagram is depicted in Figure 5. It is shown that E∗ of the model (2.2) is
locally asymptotically stable for f ∈ (0, 0.41), exhibits periodic oscillations for f ∈ (0.41, 0.57), locally asymptotically
stable for f ∈ (0.57, 0.755), and prey goes extinction for f ∈ (0.755, 1.0). Thus, the Hopf bifurcation occurs at two
critical points f = 0.41 and f = 0.57 of the fear coefficient near E∗ of the model (2.2).

In order to validate the analytical findings derived for delayed model (6.1), we consider the same set of values
of parameters given above. The introduction of gestation delay does not affect the equilibrium point. Therefore
E∗(0.075821, 0.899442, 0.200972) is an interior equilibrium point of system (6.1). By taking τ as a bifurcation pa-
rameter. Here we fix the fear parameter f = 0.2 and varying the time delay in the range τ ∈ (0, 1]. We have the
coexisting equilibrium point E∗(0.075821, 0.899442, 0.200972) for f = 0.2. The E∗ is locally asymptotically stable
for τ ∈ (0, 0.64942], losses its stability and undergoes Hopf-bifurcation when the time delay reaches the critical value

τ = 0.64942. Also, the transversality condition Re
{(

dλ
dτ

)−1
}
= 21.9154 holds form Theorem 6.1. The locally locally

asymptotically stable E∗ for τ = 0.3 is depicted in Figure 6 and occurrence of periodic oscillations for τ = 0.75 is
depicted in Figure 7. Finally, in order to show the existence of Hopf-bifurcation, for the better visualization of the
dynamical changes of the system (6.1), the bifurcation diagram is plotted in Figure 8 for k = 0.2 and τ ∈ [0.6, 1]. It
is shown that for the delayed model (6.1), E∗ is locally asymptotically stable for τ ∈ (0, 0.64942), undergoes Hopf
bifurcation at τ = τ∗ = 0.64942, and exhibits periodic oscillations for τ ∈ (0.64942, 1).

8 Conclusion

In this current work, we have modified and studied the intraguild predation model discussed by Putra et al. [32] with
a ratio-dependent functional response. We considered that, while the rate of fear of predators increases, the intrinsic
rate of growth of the prey population decreases. Also, the conversion of food into predator is not attained immediately;
there is a time lag in the predator’s gestation process. As a result, in order to make the model more realistic, we
included a time-delay in the predator interaction term. The primary goal of this work is to investigate the impact of
the proposed model on the cost of fear in the prey population with and without time delay. To accomplish our goals,
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Figure 6: The time evaluation of intraguild prey, intraguild predator and biotic resource and phase portrait for the model (6.1) when
f = 0.2 and τ = 0.3.
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Figure 7: The oscillating time evaluation and phase portrait for the model (6.1) with f = 0.2 and τ = 0.75.

we explored our proposed model both analytically and numerically. Based on that, we linked the fear of predators
with the development of their corresponding prey species. First, we demonstrated the existence of positive equilibrium
points analytically. Furthermore, we have analyzed the local stability and the appearance of Hopf-bifurcation for the
proposed model (2.2), and we discovered that changing the cost of fear f affects the stability of the proposed model
(2.2) without delay. Moreover, we performed local stability and Hopf-bifurcation analyses of the proposed model with
some time delay. For larger values of the delay parameter, this causes Hopf-bifurcation around E∗. The developed
analytical discussions are confined with the help simulation results. We conclude that the presence of fear and delay
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Figure 8: The bifurcation diagram for the model (6.1) with f = 0.2 and τ ∈ [0.6, 1], the Hopf-bifurcation occurs at τ = 0.64942.

has a greater impact on stability switches via the Hopf-bifurcation in the proposed models. Finally, we draw the time
series, phase portraits, and bifurcation diagrams for the non-delayed and delayed models with respect to fear effect
and time delay.

In this work, we only explored the ratio-dependent intraguild predation model (2.2) with effect to fear and time de-
lay. Other functional responses may provide some intriguing extensions to our model (2.2) with different biological
situations. It could be significant from the standpoint of biological diversity. We will leave it for future work.
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