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Abstract

Car accidents are an important phenomenon because of their direct relationship to the living conditions of different
population centres in cities; it is known that a single accident causes increased human and material losses. For
the purpose of researching the topic of predicting the number of accidents, the zero-inflated Poisson distribution
was studied. In this thesis, several methods were searched, namely (maximum likelihood estimation, and moments)
methods, in order to estimate the zero-inflation parameter of the Poisson regression. In this research, a number
of simulation experiments were carried out according to the assumed distribution (Poisson’s zero inflation) and the
methods for estimating the assumed zero inflation parameter. And for a number of sample sizes (60, 80,100) according
to different values of the zero inflation parameters (0.1, 0.2) and the second parameter of the zero-inflated Poisson
distribution (1, 2). The comparison between the results of the different simulation experiments was done through the
mean square error due to the estimations of each of the two parameters of zero inflation and the second parameter
of the zero-inflated Poisson distribution according to each of (estimation method, distribution parameter and sample
size).
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1 General Introduction

Car accidents certainly need in-depth studies, as they represent one of the most important growing problems with
the increase in road users and the multiplicity of approved means of transport, and the impact of these accidents
extends and increases with the increase in these accidents.

Therefore, the process of estimating these accidents is one of the main goals, which contributes a lot to solving the
problems associated with the accident, as well as reducing the rates of accidents in the future.

There are many types of research and studies that included research on the subject of the research, the most
important of which are:- The research presented by (Lambert, Diane) in the year (1992), included the presentation
of a Poisson regression model, assuming that the occurrence of the event represents (1) with a probability (P), while
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the non-occurrence with a value of (0) is with a probability of (q=1-p). The research included the logarithmic
transformation of the assumed model with the adoption of the greatest possible method, which was adopted for a
series of simulation experiments for samples of (25, 50,150) and the research also included a comparison of the Poisson
regression model with a binomial regression model, as the (ZIP - Regression) model was presented, which represents
A linear combination of the previous two models [3].

The research presented by (Cook, Richard J) and others in the year (1996) and within the regression models
in which the evidence possesses Poisson processes. The research included the comparison between the parametric
and semi-parametric perspectives of the assumed model. The research included presenting the theoretical aspects of
the (A Specific Parametric Model) method, which was presented by The researcher accepted (Williams) in the year
(1981), which includes models with random effects. The theoretical aspects of the Poisson regression model were also
presented according to the hypotheses presented by (Cox) in the year (1972) [I].

In the year (2012), the researcher (Mansson, Kristofer) presented a paper in which the improved Liu Estimators
were presented to estimate the parameters of the Poisson regression model. Linearity (Multicollinearity) included the
presentation of several simulation experiments according to the assumed estimation methods and by adopting the
mean squares of error (MSE) and the mean absolute error (MAE) as measures to compare the presented results [5].

In the year (2021), the researcher (Omer, Talha) and others presented research that included providing improved
estimations for the zero-inflated Poisson according to the presence of the problem of multicollinearity and simulation
experiments, as well as the practical application of maternal mortality data. The results were compared with Liu’s
estimations and the extent of convergence and divergence between them was noted according to each simulation
experiment. The results of simulation estimators were relied on to treat the real data of maternal mortality [7].

As for the presented research, the zero-inflated parameter and the second parameter of the zero-inflated Poisson
regression model were estimated through (estimation methods (maximum likelihood estimation, moments), sample
sizes (60,80,100) and zero inflation parameter (0.1, 0.2) The second parameter (1,2). In this research, the theoret-
ical aspects of the inflated Poisson regression models were presented. And different estimation methods, as well as
comparing the estimations of the two parameters of the model through mean squares of error.

2 Problem of Research

Car accidents represent an increasing problem that is difficult to solve with the increase in road users and the
presence of many reasons for their occurrence, and the increasing costs and increasing human losses as an inevitable
result accompanying these accidents, which represented a burden on the proper management of the road.

3 Aim of research

The thesis aims to provide estimations for the parameters of inflation and the second parameter of the zero-
inflated Poisson regression model (which is one of the Poisson regressions models suffering from inflation in recording
the number of zero incidents). It also aims to test the best of these estimations using mean square error (MES).

4 poisson distribution

In the late 1830s, the famous French mathematician Simon Denis Poisson (1837) presented this distribution. It is
an exponential distribution of the discrete data where the number of successes per unit time describes the occurrence
of a particular event during a unit time. For a long time the Poisson distribution was used only to represent rare
events. The probability mass function is [4]

r=0,1,2,..., with

(M) represent distribution parameter

(z) represent the discrete random variabel

P(X = z) represent the probability mass function whereas

Yp(z) =1 and p(z) > 0.
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5 Zero-inflated Poisson model (ZIPM)

The zero-inflated model is a statistical model based on an inflated zero-probability distribution, i.e. the. Distribu-
tion High-frequency views are allowed with a zero value. One of the famous inflated zero-value models is the Diane
Lambertis Poisson model with oversized which relates to the occurrence of a random variable containing inflated zero
data per unit of time approved. The model is based on the fact that the number of accidents within a certain category
will not include the inflated zeros of a category Among the observations that make the zero-inflated (ZIPM) model
includes two operations to generate the zero (the process The first generates zeros and it gives a result of zero for any
corresponding probability value, the second operation is governed by a distribution A Poisson that generates some
of the operations generates some of the operations recorded as an observation equal to zero and a mixture function
(which is the combination of zeros and non-zeroes) (ZIPM)zero, The probability of zeros is (7) And the probability of
other than zeros is (1 — 7), so the probabilistic mass of the probability of zeros is [2, [4].

Pr(X=0)=n+(1—-m)e?* (5.1)

The probability function for non-zeroes is

)\Ii —A
Pr(X =u;)=(1-m)"— (5.2)
xZ;:
z; =1,2,3,.... Since the random variable (z;) has any positive integer greater than zero,

(M) represents the expected parameter of the Poisson process dependent on observation (7).

(m) represents the inflated zero probability (which is the probability of an operation that gives the value of a variable
opposite equal to zero)

The prediction of the number of accidents can be expressed as (), and when previous equation is applied then (u)
will be

xefA
p=Xz(l— 77))\ o (5.3)
z—le—A
p=0 M=y (5.4)
w= (1 — 7T))\ (5‘5)

To find the variance, the following relationship can be applied

v(z) = (E (2°) — (E(z))?) (5.6)

v(iz) =1 —m)AM1+7A) (5.7)

6 Zero-inflated Regression (ZIPR)

Inflated zero regression models are one of the most popular models for countable data, however the behavior of
zero numbers in the observed data can create difficulties for these models. Among these difficulties is what is known
(zero-truncation) is defined as(It is the smallest value that gives the transformation of the distribution from the normal
regression to the zero inflation regression)[4].

6.1 Zero-inflated Poisson Regression models (ZIPRM)

Let the discrete random variable (X € N) represent the number of accidents in a given experiment. Let (C) be an
indicator by taking a value of (0,1) for a latent category within the conditional distribution as follows [6]:-

Y/C:CN{ ploipd) e=0 (o) (6.1)
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where (p(y; pu.9)) represents a probability mass function with parameters (u.9)

And that there is an additional parameter( heterogeneity parameter) that may appear in the negative binomial
regression model. will be (Y) ) for the variable The marginal distribution), so the marginal distribution It is a
dependent variable and depending on equation (17-2) then (V') where [4]

friypd) = (C =P (¥ = £ =1) (6.2)
+1(C = 0)P (Y - % - 0) (6.3)

Let
7 =1(C=0) (6.4)

and
(1-m)=1(C=1) (6.5)

Then

Sy (g, 9) = nl{y = 0} + (1 — m)py (y; 1, J) (6.6)

() represent the (zero-inflation)

7 Estimation of(ZIPRM) parameters

There are a number of reliable methods for estimating model parameters such that:-

7.1 Maximum Likelihood Estimation Method (MLEM)

The Maximum Likelihood Estimation for parameters of the zero-inflated Poisson regression model for the obser-
vations that have Independent identically distributions (IID) such that [6]

X=X X2 X,)

and each of them has a ZIP model with parameters (m.)), therefore, the maximum likelihood function will be

n

Lim, A/ X) =[] p(X = X3) (7.1)
i=1

Assuming that (Y) represents the number of observations (variables) that have the value (0) of the values of (X;),
then

X (7.2)
=1 X,L'¢0
The logarithm of the maximum likelihood will be
In=YLn(r+(1—-m)e )+ (n—-Y)Ln(l—7)— (n—Y)A+nXLn(\) — Ln (H Xﬂ) (7.3)
i=1
partial derivative with respect to (A) will be
oL, —Y(1—-m)e? nX
= —(n=-Y)+— ...(18 7.4
D rr(mer TV (18) (7.4)
Making the previous function equal to zero we get
nX Y(1—m)e
—_— = Y ...(19 7.5
A 7T—|—(1—7r)e—*+n (19) (7.5)
The partial derivative with respect to (7) will be
oL Y n—Y
no_ 1—e ) — 7.6
on 7T+(1—7r)6*)‘( <) 1—7 (76)

We note that the above equations are functions of each (m, A) and we note that they are non-linear, so the (numerical
iterative) methods are used to obtain the values of the estimators (Amie, Tmie) and by substitution, as (Newton-
Rafson) method.
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7.2 Moment Estimation Method (MOM)

Within this method, the estimators are found by equalizing the moment of the sample to the corresponding
parameters of the distribution to be estimated, This is done by taking expectations and to different degrees of the
assumed distribution, which will be a function of its parameters Equating these moments with the moments of the
sample in order to find their own estimations [6]

EX)=(1-mA (7.7)
V(X)=0Q-mA1+7A) (7.8)
There is a sample of size (n) which is (z1, za, . ... .. , &) which each has Independent and second moment (E(X), E(X)?),
the arithmetic mean and variance (E, 52) can be obtained
_ X
x = 2= X (7.9)

§* = z’gln[xfl—f(] (7.10)

By using (E(X) = X) and (V(X) = s?) equations we get

X=(1-m\ (7.11)
2= (1—mA14+7N) (7.12)
By solving the previous equations we get

2-X 1

Amom = ° X * 2 > (713)
FT+X -1

2 - X 1
Tmom = ——— * g7 (7.14)

X

8 Simulation Experiments

The simulation experiments that were carried out based on generating a Poisson distribution according to a specific
sample size (n = 60,80,100)n, a specific zero inflation parameter (A = 0.1,0.2) and a specific second parameter
(86 = 1,2) and (MLE, MOM) estimation methods, each simulation experiment was repeated (1000) times and the
estimation methods was compared by using (MSE) such that [2]

S [0 - o]
1000 '

MSE = (8.1)

So that (#) equals (A) once and (7) equals again From the previous table, it appears that the best method for each
of the sixth sub-experiments within the simulation experiment. At (n = 60), (5 = 1) the best method is the (MOM)
method and it gave the mean squares error is the least and it reached (8.91E-11) and so on for other sub-experiments
related to estimating the inflation parameter equal to (0.1) From the previous table, it appears that the best method
for each of the sixth sub-experiments within the simulation experiment

At (n = 60), (8 = 1) the best method is the (MOM) method and it gave the mean squares error is the least
and it reached (2.45E-09) and so on for other sub-experiments related to estimating the inflation parameter equal to
(0.2) From the tables (1) and (2) the figures (1) and (2) , we note that for the twelve experiments, the best method
is(MOM) with because it was the best in (8) experiments.
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Table 1: The (estimators and The mean square error) for Inflation parameter estimator (A = 0.1)

The Estimators

The MSE

Figure 1: the mini

8| n NIE NOM NITE NOM The Best Estimation | Index
1] 60 0.10332 | 0.100009 | 1.10E-05 | 8.91E-11 8.91E-11 2
1| 80 | 0.100153 | 0.100002 | 2.33E-08 | 3.52E-09 3.52E-09 2
1| 100 | 0.100007 | 0.10102 | 4.43E-11 | 2.18E-08 4.43E-11 1
2| 60 | 0.116497 | 0.10001 | 2.72E-04 | 1.58E-09 1.58E-09 2
2 | 80 | 9.98E-02 | 0.100002 | 4.93E-08 | 3.70E-07 4.93E-08 1
2 | 100 | 9.90E-02 | 0.100013 | 9.79E-07 | 1.01E-13 1.01E-13 2
Table 2: The (estimators and The mean square error) for Inflation parameter estimator (A = 0.2)
The Estimators The MSE L
Bl n NIE NOM NTE NOM The Best Estimation | Index
1] 60 | 2.67E-01 | 2.00E-01 | 4.45E-03 | 2.45E-09 2.45E-09 2
1| 80 | 2.00E-01 | 2.00E-01 | 6.84E-09 | 1.66E-11 1.66E-11 2
1| 100 | 2.91E-01 | 2.00E-01 | 8.35E-03 | 3.80E-07 3.80E-07 2
2 | 60 | 1.98E-01 | 2.00E-01 | 3.67E-06 | 9.03E-03 3.67E-06 1
2 | 80 | 1.99E-01 | 2.00E-01 | 4.46E-07 | 1.97TE-05 4.46E-07 1
2 | 100 | 1.97E-01 | 2.00E-01 | 1.04E-05 | 2.67E-08 2.67E-08 2
6.00E-08
5.00E-08
/\ 4.00E-08
/ \ 3.00E-08
/ \ 2.00E-08
/ \\ 1.00E-08
/ ; —_— 0.00E+00
6 5 4 2 1

4.00E-06

3.50E-06

3 .00E-06

2 50E-06

2 00E-06

1.50E-06

1.00E-06

5.00E-07

T 0.00E+00

mum mean square error for each simulation experiment with inflation parameter equal to (0.1)

Figure 2: the minimum mean square error for each simulation experiment with inflation parameter equal to (0.2)

9 Conclusions and recommendations

After the results came out, a number of conclusions and recommendations emerged

1- The estimation method is affected by (sample size, the inflation parameter value and the distribution parameter

value)
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2- The (MOM) estimation method provided minimum mean squares of error for a greater number of simulation
experiments

3- In general, an increase in the inflation parameter leads to an increase in the mean squares of error

4- Tt is possible to apply the estimation methods (MLE,MOM) in estimating the inflation parameter for each of
(the binomial distribution and the negative binomial distribution)

5- It is possible to apply the estimation methods (shrinkage ,percentage) in estimating the inflation parameter for
(Poisson regression )
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