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Abstract

Many generalizations have been considered on how to construct the exact solutions of one-component Reaction-
Diffusion (RD) equations. Two-component RD systems of equations allow for the study of a wider range of physical
phenomena as well as dynamical processes than their counterpart one-component RD equations. The most suitable
and best way to study certain models is by using two-component RD systems of equations. Moreover, the presence of
delay in nonlinear Partial Differential Equations (PDEs) makes them more difficult to study than those without delay.
This study introduces some new exact solutions associated with a generalized form of two-component RD systems of
equations with delay. The exact solutions for more complex multidimensional reaction-diffusion systems of equations
are also derived. Solutions to RD systems of equations with a delay which are presented in this study are applicable
for the formulation of test problems to verify the efficiency of numerical methods which are being used to obtain the
solutions of nonlinear delay PDEs.
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1 Introduction

Several physical phenomena are governed by mathematical models and can be represented by the corresponding
Reaction-Diffusion (RD) equations. RD equations are essential for the description of dynamical processes in science,
engineering and other fields of study such as social science, to mention just a few. In general, RD systems of equations
take the form

ut = D∇2u+G(u),

where u = u(r, t) is the unknown vector function with r and t denoting the position vector and time respectively, D
is the diagonal matrix of diffusion coefficients, ∇2 is the Laplace operator which acts on the vector u componentwise
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and G accounts for all local reactions. Many generalizations have been considered on how to construct the exact
solutions of one-component RD equations which are of the form,

ut = auxx + g(u), (1.1)

where u = u(x, t), the diffusion coefficient is a > 0, and the arbitrary function is g(u), which stands for local dynamics
(See e.g, [24, 25, 31, 23, 22, 17, 19, 21, 1] and references therein). Construction of exact solutions in terms of the Lambert
function was dealt with in [34]. The bilinear approach for constructing the exact soliton solutions is discussed in [12].
Moreover, there are additional works on approximate analytical and numerical solutions for equations of the form
(1.1) (See e.g., [11, 33, 16]). Two-component RD systems allow for the study of a wider range of physical phenomena
as well as dynamical processes than their counterpart one-component RD equations. Predator-prey, competition of
species for a common food source and symbiotic relationships between two species are examples of models which can
best be studied by using two-component RD systems. Two-component RD systems of equations of the form

ut = a1uxx + g1(u, v),
vt = a2vxx + g2(u, v),

(1.2)

with u = u(x, t), v = v(x, t), were considered in [9, 8, 18, 20]. In (1.2), g1(u, v) and g2(u, v) are arbitrary functions
which account for local dynamics, and ai > 0 are diffusion constants, with i = 1, 2. The presence of delay in nonlinear
Partial Differential Equations (PDEs) makes them more difficult to study than their counterparts without delay. Let
τ > 0 denote the delay time while u = u(x, t), v = v(x, t), ū = u(x, t − τ) and v̄ = v(x, t − τ). Two-component RD
systems of equations with delay which are of the form,

ut = a1uxx +G1(u, ū, v, v̄),
vt = a2vxx +G2(u, ū, v, v̄),

(1.3)

were considered in [28, 29]. The arbitrary functions are G1(u, ū, v, v̄) and G2(u, ū, v, v̄).

In connection with nonlinear PDEs, exact solution signifies where the solution can be displayed in (See e.g, [31,
23, 22]):

(i) respect to elementary functions;

(ii) the form of definite or/and indefinite integrals;

(iii) respect to solutions of Ordinary Differential Equations (ODEs) or systems of ODEs.

Two or more of the cases listed above could also be combined. A more general form of (1.2) occurs when the time
derivatives ut and vt, and also the kinetic functions G1 and G2 are associated with the nonlinear terms. Such systems
are weighty in nature and hard to deal with. An example of such systems that is more general than (1.3) is given by

r1(x)ut = a1uxx + b1ux + c1(x)G1(u, ū, v, v̄),
r2(x)vt = a2vxx + b2vx + c2(x)G2(u, ū, v, v̄),

(1.4)

with u = u(x, t), v = v(x, t), ū = u(x, t − τ), v̄ = v(x, t − τ) and τ denotes the delay time. The state variables
concentration at position x ∈ R and time t are u(x, t) and v(x, t), respectively, e.g, densities of the prey and the
predator. Let i = 1, 2, the diffusion constants are ai > 0, while bi are the advection rates which are real numbers
(See e.g, [35]). Time rate of change of concentration of state variables are respectively associated with variable
coefficients ri(x). Some functions ci(x) are respectively associated with the arbitrary functions Gi(u, ū, v, v̄). The
functions Gi(u, ū, v, v̄) account for local dynamics.

This study considers two-component RD systems of equations with delay which are of the form (1.4). Some new
exact solutions are introduced. The exact solutions for more complex multidimensional RD systems are also derived.
Several numerical methods such as spectral methods [13, 6, 15, 4], adomian decomposition [2, 10], Tan-Cot [3], residual
power series [30], perturbation [7, 14], have been used to obtain the solutions of PDEs. However, those numerical
methods are frequently accompanied with problems of certain forms. This present study introduces the methods for
obtaining exact solutions of RD systems that are associated with delay and for formulation of test problems for the
purpose of evaluating the efficiency of numerical methods.
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2 Solutions of two-component RD systems with delay

The exact solutions of (1.4) are desired to be in the form

u = U(y), y = t+
∫
f(x)dx,

v = V (z), z = t+
∫
h(x)dx.

(2.1)

The solutions which are of the form (2.1) are called generalized traveling-wave solutions. The functions f(x) and h(x)
may be given or have to be otherwise determined. The goal in a particular situation determines whether they are
given or not. Substitution of (2.1) into (1.4) yields a system of functional-differential equations

a1f
2U ′′

yy + {a1f ′ + b1f − r1(x)}U ′
y + c1(x)G1(U, Ū , V, V̄ ) = 0,

(2.2)

a2h
2V ′′

zz + {a2h′ + b2h− r2(x)}V ′
z + c2(x)G2(U, Ū , V, V̄ ) = 0,

with f = f(x) and h = h(x).

Let the coefficients of the system of functional-differential equations (2.2) satisfy the relations

c1(x) = a1p1f
2,

c2(x) = a2p2h
2,

(2.3)

and

a1f
′ + b1f = −q1a1f

2 + r1(x),

a2h
′ + b2h = −q2a2h

2 + r2(x),
(2.4)

where pi and qi are constants (pi ̸≡ 0) and i = 1, 2. Then (2.2) reduces to the coupled ODEs

U ′′
yy − q1U

′
y + p1G1(U, Ū , V, V̄ ) = 0,

V ′′
zz − q2V

′
z + p2G2(U, Ū , V, V̄ ) = 0,

(2.5)

with Ū = U(Y − τ) and V̄ = V (Z − τ).

Remark 2.1. For V ≡ 0 and G1(U, Ū) = Ug(Ū/U), an exact solution for (2.5) takes the form U = Keζy, where the
arbitrary constant is K, while ζ is decided by the abstract equation (See e.g, [23])

ζ2 − q1ζ + p1g
(
e−τζ

)
= 0. (2.6)

Different roots of (2.6) will produce different roots for the delay ODE.

Remark 2.2. For V ≡ 0, q1 ≡ 0 and G1(U, Ū) = g(U), the general solution of (2.5) in the implicit form for any
function g(U) is given by ∫ [

K1 − 2

∫
g(U)dU

]−1/2

dU = K2 ± y,

where K1 and K2 are arbitrary constants and p1 ≡ 1 (See e.g, [26]). The special case G1(U, Ū) = g(U) describes an
instantaneous system and qi ≡ 0 corresponds to the linear form of (2.4), where i = 1, 2.

The relation between the coefficients (real constants and functions) which appear in (1.4) and the functions f and
h which appear in (2.1), are given by (2.3) and (2.4). Notice that (2.4) is a system of differential relations with respect
to f and h, while it forms algebraic relations as regards to ai, bi, ci(x), and ri(x), where i = 1, 2.

2.1 Constructing exact solutions by finding f and h

A system of Riccati equations is formed in (2.4) for f and h, if the functions ai, bi and ri(x) are assumed given,
with qi ̸= 0 and i = 1, 2. In standard form, the system of Riccati equations for f and h is given by

a1f
′ + q1a1f

2 + b1f − r1(x) = 0,
a2h

′ + q2a1h
2 + b2h− r2(x) = 0.

(2.7)
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Interested readers in the exact solutions for single equations of the form (2.7) and for various forms of arbitrary real
constants a, b and arbitrary real functions c(x) and r(x) are referred to [26, 27]. The system of equations (2.7) will be
considered under two cases, which are degenerate and nondegenerate.

Degenerate case. For q1 = q2 = 0, the system of equations in (2.7) take the vector-matrix form

F ′(x) = AF (x)− r(x), (2.8)

where

F (x) =

[
f(x)
h(x)

]
, r(x) =

[
r1(x)/a1
r2(x)/a2

]
and

A =

[
b1/a1 0
0 b2/a2

]
. (2.9)

Observe that the matrix A in (2.9) is symmetric and, in particular, it is a diagonal matrix. The fundamental matrix
for a homogeneous system of equations which are of the form

F ′(x) = A(x)F (x), (2.10)

is given as

Φ(x) = e
∫ x
x0

A(ν)dν
. (2.11)

Φ(x) is called the fundamental system of solutions and its columns are formed by linearly independent solutions of
the homogeneous system (See e.g, [32]). Note that the fundamental matrix Φ(x) is nonsingular. The general solution
for the homogeneous system (2.10) is expressed in terms of the fundamental matrix by

F0(x) = Φ(x)K, (2.12)

where K = (K1,K2)
T , is a vector consisting of arbitrary constants. To solve the nonhomogeneous system (2.8),

the constant vectors in (2.12) will be replaced by K(x), which is known as the method of variation of constants (or
Lagrange method). K(x) are continuously differentiable functions with respect to independent variable x. The general
solution for the nonhomogeneous system (2.8) can be given in the form

F (x) = Φ(x)K(x). (2.13)

To find the unknown vector K(x), substitute (2.13) into the nonhomogeneous system (2.8). This gives

���Φ′(x)K(x) + Φ(x)K ′
x(x) =((((((AΦ(x)K(x)− r(x)

⇒ Φ(x)K ′
x(x) = −r(x). (2.14)

Φ(x) is known to have an inverse since it is nonsingular. Multiplying (2.14) on the left by Φ−1(x) gives

Φ−1(x)Φ(x)K ′
x(x) = −Φ−1(x)r(x)

⇒ K ′
x(x) = −Φ−1(x)r(x)

⇒ K(x) = K0 −
∫

Φ−1(x)r(x)dx, (2.15)

where K0 denotes an arbitrary constant vector. Substituting (2.15) into (2.13) gives the general solution for the
nonhomogeneous system as

F (x) = Φ(x)K(x)

= Φ(x)

(
K0 −

∫
Φ−1(x)r(x)dx

)
. (2.16)

Then, ci, where i = 1, 2 are determined by (2.3) and the exact solution is obtained by using (2.1).

Example 2.3. Consider the case where a1 = 2, a2 = 3, b1 = −2, b2 = 6, r1 = 4 sin x, and r2 = 12x. Using (2.9) and
(2.11) respectively,

A =

[
−1 0
0 2

]
,
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and the fundamental matrix is

Φ(x) =

[
e−x 0
0 e2x

]
,

with

Φ−1(x) =

[
ex 0
0 e−2x

]
.

Using (2.16) gives

F (x) =

[
f(x)
h(x)

]
=

[
ex (K1 + sin x− cos x)

e−2x (K2 − 2x− 1)

]
. (2.17)

Setting K1 = K2 = 0 in (2.17) leads to

f(x) = ex (sin x− cos x) ,

h(x) = −e−2x (2x+ 1) .
(2.18)

Consequently, it can be deduced from (2.1) that

u = U(y), y = t− 1

2
ex cos x,

v = V (z), z = t+ (x+ 1)e−2x,
(2.19)

and is obtained from (2.3) that

c1(x) = 2e2x (sin x− cos x)
2
,

c2(x) = 3e−4x (2x+ 1)
2
,

where without loss of generality, p1 = p2 ≡ 1. Thus, the system of nonlinear reaction-diffusion equations

4sin x ut = 2uxx − 2ux + 2e2x (sin x− cos x)
2
G1(u, ū, v, v̄),

12x vt = 3vxx + 6ux + 3e−4x (2x+ 1)
2
G2(u, ū, v, v̄),

for arbitrary functions G1(u, ū, v, v̄) and G2(u, ū, v, v̄), admit the generalized traveling-wave solutions (2.19), where
U(z) and V (z) are decided by the system of ODEs

U ′′
yy +G1(U, Ū , V, V̄ ) = 0, Ū = U(Y − τ),

V ′′
zz +G2(U, Ū , V, V̄ ) = 0, V̄ = V (Z − τ).

(2.20)

Nondegenerate case. For q1 ̸= 0 and q2 ̸= 0, substitute

f =
1

q1

Ω′

Ω
,

h =
1

q2

Ψ′

Ψ

(2.21)

into (2.7) to get

a1
q1

(
Ω′′

Ω
− (Ω′)2

Ω2

)
+ q1a1

(
1

q1

Ω′
x

Ω

)2

+
b1
q1

Ω′

Ω
− r1(x) = 0,

a2
q2

(
Ψ′′

Ψ
− (Ψ′)2

Ψ2

)
+ q2a2

(
1

q2

Ψ′
x

Ψ

)2

+
b2
q2

Ψ′

Ψ
− r2(x) = 0.

(2.22)

Using vector-matrix notation, simplification of (2.22) yields

Γ′′(x) +MΓ′(x)−m(x)Γ(x) = 0, (2.23)

where

Γ(x) =

[
Ω(x)
Ψ(x)

]
,M =

[
b1/a1 0
0 b2/a2

]
& m(x) =

[
q1r1(x)/a1
q2r2(x)/a2

]
.

Interested readers in the exact solutions of nonlinear second-order ODEs, which are of the form (2.23) for various
values of a, b and r(x) are referred to [26, 27].



590 Aibinu, Moyo

Example 2.4. In (2.23), the ri are taken to be constants such that ri = ai = 1, where i = 1, 2. Let T =


Ω′

Ψ′

Ω
Ψ

 , then

T ′ =


Ω′′

Ψ′′

Ω′

Ψ′

 =


−b1Ω

′ + q1Ω
−b2Ψ

′ + q2Ψ
Ω′

Ψ′

 . Thus,

T ′(x) =


−b1 0 q1 0
0 −b2 0 q2
1 0 0 0
0 1 0 0

T (x). (2.24)

The system of second ODEs (2.23), has been transformed to a homogeneous system of first ODEs (2.24). According
to (2.12), the general solution for (2.24) takes the form

T (x) = Φ(x)K, (2.25)

where Φ(x) is the fundamental matrix and K = [K1,K2,K3,K4]
T . To find the fundamental matrix in (2.25), the

eigenvalues and the corresponding eigenvectors of the matrix of coefficients in (2.24) need to be determined. Let

P =


−b1 0 q1 0
0 −b2 0 q2
1 0 0 0
0 1 0 0

 . Then

|λI − P | =

λ+ b1 0 −q1 0
0 λ+ b2 0 −q2
−1 0 λ 0
0 −1 0 λ

= [λ(λ+ b1)− q1] [λ(λ+ b2)− q2] . (2.26)

Solving (2.26) gives

λ =
−bi ±Di

2
, (2.27)

where

Di =
√
b2i + 4qi, i = 1, 2. (2.28)

Two cases will be considered for Di in (2.28).

Case 1: Di ≥ 0 e.g take b1 = 1, b2 = 4, q1 = 6 and q2 = −4. From (2.27), λ = −3,−2 and 2. The value −2 has
the multiplicity of two. The corresponding eigenvector for λ = −3 is [−3, 0, 1, 0]T , for λ = 2 is [2, 0, 1, 0]T , while the
corresponding eigenvectors for λ = −2 are [0,−2, 0, 1]T and [0, 1, 0,−1]T . These yield the fundamental matrix which
is given as

Φ(x) =


−3e−3x 2e2x 0 0

0 0 −2e−2x (−2x+ 1)e−2x

e−3x e2x 0 0
0 0 e−2x (x− 1)e−2x

 .

This gives the system of solutions for (2.23) as

Ω(x) = −3K1e
−3x + 2K2e

2x,

Ψ(x) = −2K3e
−2x +K4(−2x+ 1)e−2x.

(2.29)

Setting K1 = K3 = 0 in (2.29) leads to

f(x) =
1

3
,

h(x) =
1

2

(
1− 1

2x− 1

)
.

(2.30)



Constructing exact solutions to systems of reaction-diffusion equations 591

Substitute (2.30) into (2.3) to obtain

c1(x) =
1

9
,

c2(x) =
1

4

(
1− 1

2x− 1

)2

,

and into (2.1) to obtain

u = U(y), y = t+
1

3
x,

v = V (z), z = t+
1

2
x− 1

4
ln(2x− 1),

(2.31)

where without loss of generality, p1 = p2 ≡ 1. Hence the system of nonlinear RD equations

ut = uxx + ux +
1

9
G1(u, ū, v, v̄),

vt = vxx + 4ux +
1

4

(
1− 1

2x− 1

)2

G2(u, ū, v, v̄),

for arbitrary functions G1(u, ū, v, v̄) and G2(u, ū, v, v̄), admit the generalized traveling-wave solutions (2.31), where
U(z) and V (z) are decided by the system of ODEs (2.5).

Case 2: Di < 0 e.g take b1 = 2, b2 = −2, q1 = −2 and q2 = −5. From (2.27), λ = −1± i, 1±2i. The corresponding

eigenvectors are


−1 + i

0
1
0

 and


0

1 + 2i
0
1

 , respectively. The fundamental matrix is given by

Φ(x) =


e−x(− cosx− sinx) e−x(cosx− sinx) 0 0

0 0 ex(cos 2x− 2 sin 2x) ex(2 cos 2x+ sin 2x)
e−x cosx e−x sinx 0 0

0 0 ex cos 2x ex sin 2x

 .

This gives the system of solutions for (2.23) as

Ω(x) = K1e
−x(− cosx− sinx) +K2e

−x(cosx− sinx),

Ψ(x) = K3e
x(cos 2x− 2 sin 2x) +K4e

x(2 cos 2x+ sin 2x).
(2.32)

Setting K2 = K4 = 0 in (2.32) leads to

f(x) =
1

2

(
1− sin x− cos x

− cos x− sin x

)
,

h(x) = −1

5

(
1 +

−2 sin 2x− 4 cos 2x

cos 2x− 2 sin 2x

)
.

(2.33)

Substitute (2.33) into (2.1) to obtain

u = U(y), y = t+
1

2
(x− ln(cos x+ sin x)) ,

v = V (z), z = t− 1

5
(x+ ln(cos 2x− 2 sin 2x)) ,

(2.34)

and into (2.3) to obtain

c1(x) =
1

4

(
1− sin x− cos x

− cos x− sin x

)2

,

c2(x) =
1

25

(
1 +

−2 sin 2x− 4 cos 2x

cos 2x− 2 sin 2x

)2

,
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where without loss of generality, pi ≡ 1, i = 1, 2. Hence the system of nonlinear RD equations

ut = uxx + 2ux +
1

4

(
1− sin x− cos x

− cos x− sin x

)2

G1(u, ū, v, v̄),

vt = vxx − 2vx +
1

25

(
1 +

−2 sin 2x− 4 cos 2x

cos 2x− 2 sin 2x

)2

G2(u, ū, v, v̄),

for arbitrary functions G1(u, ū, v, v̄) and G2(u, ū, v, v̄), admit the generalized traveling-wave solutions (2.34), where
U(z) and V (z) are decided by the system of ODEs (2.5).

2.2 Constructing exact solutions when f and h are given

Constructing exact solutions of the system of nonlinear RD equations which are of the form (1.4) requires solving
the pair of algebraic equations (2.7) simultaneously, for the pair ai, bi and ri(x), where i = 1, 2. The functions f and
h, including a pair of any two, among the three functions (or constants) ai, bi, and ri(x) are assumed to be given. The
remaining unknown pair of functions (or constants) will be derived by using (2.4) and (2.7). The pair of functions
ci(x) in the nonlinear RD system of the form (1.4) are then determined by using (2.3) and the corresponding exact
solutions are deduced by using (2.1).

Example 2.5.

Let f(x) = e−x, h(x) = 2/x, a1 = 2, a2 = 1/2, b1 = 5, b2 = 1 be given. The task is to find ri(x), where qi are arbitrary
constants and i = 1, 2.

(I) Degenerate case: qi = 0, i = 1, 2.

It can be obtained from (2.7) that

r1(x) = 3e−x,

r2(x) = (2x− 1)/x2,

and from (2.3) that

c1(x) = 2e−2x,

c2(x) = 2/x2,
(2.35)

where without loss of generality, p1 = p2 ≡ 1. Thus, the system of RD equations

3e−xut = 2uxx + 5ux + 2e−2xG1(u, ū, v, v̄),

(2x− 1)

x2
vt =

1

2
vxx + vx +

2

x2
G2(u, ū, v, v̄),

for arbitrary functions G1(u, ū, v, v̄) and G2(u, ū, v, v̄), admit the generalized traveling-wave solutions

u = U(y), y = t− e−x,

v = V (z), z = t+ ln x2,
(2.36)

where U(z) and V (z) are decided by the system of ODEs (2.20).

(II) Nondegenerate case: qi ̸= 0, i = 1, 2.

It can be obtained from (2.7) that

r1(x) = e−2x (3ex + 2q1) ,

r2(x) = (2x+ 2q2 − 1)/x2.
(2.37)

and from (1.4) that

e−2x (3ex + 2q1)ut = 2uxx + 5ux + 2e−2xG1(u, ū, v, v̄),

2x+ 2q2 − 1

x2
vt =

1

2
vxx + vx +

2

x2
G2(u, ū, v, v̄).

(2.38)

Hence, for arbitrary functions G1(u, ū, v, v̄) and G2(u, ū, v, v̄), the system of RD equations (2.38) are solved by (2.36),
where U(z) and V (z) are decided by the system of ODEs (2.5).
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3 Transformations and extension to more complex multidimensional RD systems

The exact solutions for more complex multidimensional RD systems can be easily derived by applying the results
which have been presented above.

3.1 Exact solutions of other nonlinear PDEs with delay

Let τ denote the delay time and u = u(x, t), v = v(x, t), ū = u(x, t− τ), v̄ = v(x, t− τ). Consider nonlinear delay
RD systems which have the form

r1(x)ut = a1uxx + b1ux + c1(x)f(x)G1 (f, u, ū, v, v̄, ux/f) ,

r2(x)vt = a2vxx + b2vx + c2(x)h(x)G2 (h, u, ū, v, v̄, vx/h) ,
(3.1)

where G1 (f, u, ū, v, v̄, θ1) , G2 (h, u, ū, v, v̄, θ2) are arbitrary functions which take six arguments. The system (3.1) is
solved by

u = U(y), y = t+

∫
f(x)dx,

v = V (z), z = t+

∫
h(x)dx.

(3.2)

Here, U(z) and V (z) are decided by the system

U ′′
yy − q1U

′
y + p1G1(f, U, Ū , V, V̄ , U ′

y) = 0,
V ′′
zz − q2V

′
z + p2G2(h, U, Ū , V, V̄ , V ′

z ) = 0,

with Ū = U(Y − τ) and V̄ = V (Z − τ). This can be easily verified by substituting (3.2) into (3.1), while taking into
account the relations (2.3) and (2.4).

3.2 Exact solutions of other nonlinear PDEs without delay

A special case G (u, ū, v, v̄) = G (u, v) describes the processes of say, heat and mass transfer which take place in
the media with local equilibrium which are without reference to inertial properties. This governs the system which
are without the delay time τ and which react instantaneously to action at the given point time t.

Consider nonlinear RD systems which are of the form

r1(x)ut = a1uxx + b1ux + c1(x)G1 (u, v) ,

r2(x)vt = a2vxx + b2vx + c2(x)G2 (u, v) ,
(3.3)

with u = u(x, t), v = v(x, t), and G1 (u, v) , G2 (u, v) are arbitrary functions. The system of equations (3.3) are solved
by

u = U(y), y = t+

∫
f(x)dx,

v = V (z), z = t+

∫
h(x)dx.

(3.4)

Here, U(z) and V (z) are decided by the system

U ′′
yy − q1U

′
y + p1G1(U, V ) = 0,

V ′′
zz − q2V

′
z + p2G2(U, V ) = 0,

with U = U(Y ) and V = V (Z). This can be easily verified by substituting (3.4) into (3.3), while taking into account
the relations (2.3) and (2.4).

Conclusion: There is an ever-increasing demand on how to obtain the exact solutions of nonlinear PDEs. Mathematical
models that describe several physical phenomena as well as dynamical processes in chemistry, biology, geology, physics
and ecology are often expressed in the form of nonlinear PDEs. Many generalizations are available in the literature on
how to construct the exact solutions of one-component RD equations. Two-component RD systems of equations allow
for the study of a wider range of physical phenomena than their counterpart one-component RD equations. There are
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certain models for which using two-component RD system is the most suitable and best way to study them. However,
the results on two-component RD systems of equations are scarce (see e.g, [5]). Also, in the presence of delay time,
nonlinear PDEs are more difficult to study. The precepts for obtaining the exact solutions of a generalized form of
two-component RD systems of equations with delay have been presented in this study. How to apply the results of
this study to obtain the exact solutions of miscellaneous multidimensional RD systems has also been elucidated. The
efficiency of numerical methods which are being used for solving nonlinear delay PDEs can be verified by the results
which have been presented in this paper.

List of Abbreviations
ODEs: Ordinary Differential Equations
PDEs: Partial Differential Equations
RD: Reaction-Diffusion
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