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Abstract— This paper proposes distance matrices, Euclidean, and 

offset translation methods in machine learning prediction of wind 

speed. The primary aim for this research is to design forecasting 

models for very short-term and short-term wind speed prediction 

based on these two methods by using historical data on wind speed. 

The test data is collected at a wind power station at 10 minutes 

intervals. Furthermore, we evaluate the output in different time 

horizons in comparison to the benchmark method (persistence). 

To ensure the output results, comparing this method with the 

persistence method is essential. The proposed method 

performance was evaluated and compared with the conventional 

persistence method performance in terms of mean absolute error. 

 

Index Terms— Very short-term prediction, Wind speed 

prediction, Distance matrices, Machine learning  

I. INTRODUCTION 

 he approximate of 70 to 80 percent of the pollution in the 

world is triggered by the use of traditional energy sources 

[1]. These sources are limited so renewable energy has a more 

significant role in providing future global power as an 

inexhaustible resource. Greenhouse emissions reduction is the 

other advantage of using renewable energy sources. 

By 2030 wind power could approach 2.11 GW which could 

supply up to 20 percent of electricity in the world and create 2.4 

million new jobs which redact 3.2 billion tons of CO2 emission 

per year, this attracts 200 billion EUR annual investment [2]. 

Wind energy has significant economic benefits, including job 

creation, and cheap and clean fuel sources. Critical to 

authorities and investors is the cost-effective extension of the 

grid, which can be provided through the use of wind power in a 

variety of applications. 

Wind energy is intermittent and impacts the sustainability of 

system operations. System reliability is jeopardized by these 

unexpected fluctuations. In this case, the system will cost more 

to compensate for the increased primary load. As a result, 

markets that cannot predict future wind speeds must increase 

speeds to prevent loss of wind speed variability. To reduce these 

costs, the system needs accurate wind speed prediction. In other 

words, grid operators' survival depends on accurate wind 

forecasts [3]. 

(1) Nowadays, wind speed prediction provides effective 

reference information for the development of the 

environment and energy industry [4][5]. These models 
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can be divided into two directions: causality analysis 

and time series analysis [7].  The Historical relationship 

is the base of the causality analysis among the 

explanatory valuable, which is triggered by multiple 

collinearity negative effects [8].  

(2) So far, time series analysis has four main methods which 

are: (1) statistical models; (2) Physical methods; (3) 

Spatial measurement algorithms; (4) Artificial 

intelligence algorithms [9][10]. These algorithms are 

summarized below: 

(3) The statistical model has good performance in linear 

time series and needs to consider the distribution of data 

before making a prediction. However, temperature, 

pressure, terrain, latitude, and altitude are the most 

nonlinear characteristics which make the wind speed 

prediction weak. 

(4) Physical methods often are poor in accuracy and 

effectiveness due to the big data calculation, and 

difficulty of measurement implementation, and need to 

be modeled separately in different regions. The cost of 

method research is high as a consequence of the 

mentioned reasons. 

(5) Spatial measurement algorithms' approach to 

acceptance results in difficulty. Collection of lots of 

information from different stations, measurement, 

accuracy, and time delay leads to a complex of 

forecasting. 

(6) Unlike the mentioned methods artificial intelligence can 

achieve the result for the nonlinear part of the original 

data. However, it has some shortcomings, such as low 

convergence, overfitting, and failing to locally optimal 

solutions easily [10-14]. 

Short-term wind speed forecasting (STWSF) models cover 

forecasts minutes or a few hours ahead. In STWSF, load 

forecasting by monitoring the system’s balance requirements 

could improve the overall uncertainty of the system. STWSF 

helps system operators to estimate the supply side of load 

balancing [15]. Our new method is empirically being discussed 

with the most powerful method in short-term wind speed 

forecasting which is the persistence method. 

The new algorithm according to the length of similarity takes 

candidate vectors. Euclidean distance and Offset transmission 

are used to optimize the estimation. Euclidean distance matrices 

are enforced to know the input data sample to make data 

decisions so, can be used to compute the distance between two 
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data points in a plane. This structure has the advantage of 

getting vectors that are as similar as possible in terms of 

distance from the target vector. A distance matrix helps 

algorithms to detect similarities between content. A distance 

function returns the distance between the elements of a set. If 

the distance is zero, the elements are equivalent, otherwise, they 

are different. Furthermore, we use different time horizons on 

our input data wind speed to fairly approach the most promising 

results. 

Given knowledge the next part of this paper has a definition 

for a better understanding of the system structure. Some papers 

have used ANN, Fuzzy Logic to predict wind speed. They train 

a big part of the data to be able to forecast wind speed. These 

models are very time-demanding in terms of time and 

computation. 

The main contribution of this study is to evaluate our 

algorithm forecasting with the persistence method for a very 

short-term scale in a detailed manner. wind speed dataset in the 

whole study has been obtained from Afyon. 

This research focuses on time range, similarity length 

(representing the length of data selected for processing), and 

thresholds for making short-term predictions. The implicit 

value of forecasts may compile disproportionate charges and 

penalties, real-time competitive knowledge advantages, and 

day-ahead energy market trading. Therefore, the proposed 

method triggers more efficient project construction, operations, 

and maintenance. Also, the proposed method performance was 

evaluated and compared with the conventional persistence 

method performance in terms of mean absolute error. 

This article consists of five sections: Introduction (section I), 

Methodology (section II), Results (section III), Conclusion 

(section IV), References (section V). 

II.  METHODOLOGY  

One of the most important parts of the study is to turn the 

information into knowledge. For this purpose, we use machine 

learning which is undeniably one of the most influential and 

powerful technologies in today’s world. They considered data 

coming from Afyon in Fig. 2 and Data logger is recorded every 

10 minutes. The total dataset used for our method has 35064 

recorded numbers. During our study, we either use 10 minutes 

or bigger interval data to find out better results. Intermittent 

wind power affects the sustainability of power system operation 

which has to affect the reliability of the system and the market 

has to increase its rate in case of any loss. Accurate wind speed 

prediction is necessary and could reduce this cost. Data 

preparation to have a vector format and getting rid of the broken 

data is done in the next step. To select the training sample, we 

implement the Euclidean distance method coupled with offset 

transmission. Euclidean distance aid us to find out the most 

similar data to the target vector and adding them to our archive. 

To learn the best length of similarity in the learning process, we 

find out how well they perform. we define similarity length for 

our samples. Similarity length selected according to our 

strategy in learning algorithm in case the length is too short, 

prediction accuracy will decrease, and if it chooses too long, not 

only the speed will slow down but also 

the prediction accuracy will decrease. So, the model input has 

some influence on the prediction performance [16]. 

For reference in comparison, we define the target vector. The 

target vector is the vector whose next value is estimated and it 

takes this value directly from the next value in our dataset. After 

that vector is getting normalized to use the same scale, without 

distorting differences in the ranges of values or losing 

information to model our data correctly. 

The main purpose of this paper is to extract the active 

learning algorithm as a solution to optimize the training sample 

sets for short-term wind speed prediction. In terms of our 

purpose, after training samples, it filters out noisy training 

samples according to their distance. Before considering the 

length of samples to select candidate one, we calculate the 

weight of each sample. Weighting is the process by which data 

is adjusted to reflect the known population profile. This helps 

compensate for large deviations between the actual and target 

profiles. Now you can evaluate the data based on the weights 

and all selected samples. In particular, the active learning 

approach is based on the idea of adding samples that do not 

violate the distance constraint, which is defined in our work as 

the threshold. The transmission offset applied to our sample 

data can act as a simple correction to the response. This helps 

the model to predict the offset of response. 
The flowchart of our study is shown in Fig.1 which can be 

summarized as follows: 

Step (1) Define the initial parameter and reduce distorted 

information. 

Step (2) Set the target vector as the next value to estimate X(i+1) (i 

= 1, 2…, length of similarity(L)). Then, compute Euclidean distance 

and find all candidate vectors according to the target vector. 

Step (3) Check all created vector distances with the target vector 

and eliminate vectors whose distance is more than the threshold. 

Step (4) Take all nominated vectors that are similar to the target 

vector and add them to our samples. 

Step (5) Start the learning algorithm to predict the next value of the 

sample’s vectors. Transmission offset is applied to act as a simple 

correction to the response and then, calculate the error by MAPE 

(mean absolute percentage error) for both persistence and our 

methodology. 

     Step (6) Reestablish the model to predict the next learning model, 

to reach the preset number of learning. 

A.  Materials and Experiment  

Considered data are coming from Afyon in Turkey and Data logger 

is recorded every 10 minutes. The total dataset used for our method 

has 35064 recorded numbers. During our study, we either use 10 

minutes or bigger interval data to find out better results. 

The wind speed potential in Afyon City is good in various wind 

parameters such as wind speed, wind direction, and air density 

temperature, and the wind farm considers a hub height. Fig. 3 displays 

the time series of wind speed and in Table I it is describe statistically. 

Wind speed experiment data are from June 1, 2011, to July 30, 

2013. Time horizon has defined in our data which fixes a point of time 

in the future and evaluates a certain process to end. Also, enough data 

is provided for training otherwise, the resulting model may perform 

poorly. Depending on the time horizon data included at least 1000 

rows. 

The hourly wind speed illustrated in Fig.3 was employed to test the 

performance of the proposed. 
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Fig. 1. Flowchart of the methodology 
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Fig. 2. Location of Afyon on the map 

 
Fig.3. The wind speed data 

 
TABLE I 

Descriptive Statistics of Wind Speed 

 Min Mean Max 

All 0.237 5.471 17.430 

B.  Model Input Selection 

Model input selection influences the prediction of the methodology 

therefore, getting the appropriate input is important. At first special 

numbers which represent null values has eliminated. we define 

similarity length for our samples. The similarity length is chosen 

according to the strategy of the learning algorithm. A length that is too 

short will result in poor prediction accuracy, and a length that is too 

long will not only slow down but will also result in poor prediction 

accuracy. Therefore, model inputs have some impact on prediction 

performance. 

Time-lag method has been implied in our system to reconstruct the 

space from observed scalar data [17]. Basic to single-variable time 

series { x_t,t=1,2,…, N, } is observed, this method converts scalar time 

series {x_t} to vector in m-dimensional Euclidean space. Time lag 

responsibility is to delay vector x_t from the equation: 

𝑥𝑡 = {𝑥𝑡, 𝑥𝑡−𝜏, … , 𝑥𝑡−(𝑚−1)𝜏}                         (1) 
 

Where x_t represents the point in the m-dimensional reconstructed 

phase-space τ is delay time and m is the embedding dimension. Time 

horizon has defined in our data which fixes a point of time in the future 

and evaluates a certain process to end. 

 

C.  Training Sampling Set 

Preparing enough training data guarantees a suitable result. 

For best performance, data training iteration is set to twenty 

times in our model. To select the training samples, we 

implement the Euclidean distance method to find the data most 

similar to the target vector and add them to the archive. The 

similarity is usually expressed as a number. when the data are 

more alike, it gets higher and normally specifies between one 

and zero. Zero means data objects are dissimilar and one shows 

high similarity for data objects. We use the Euclidean distance 

method to compute the distance between the candidate archive and 

target archive to design the reference code as 𝐴𝑖, the other point as 𝐵𝑖: 

 

D (A, B) = ||A - B||0= √∑ (𝐴𝑖 − 𝐵𝑖)2𝑛
𝑖=1                      (2)  

Where: 

 

A = (𝐴1, 𝐴2, … , 𝐴𝑛), and B = (𝐵1, 𝐵2, … , B)                  (3)  

The distance calculates in this formula represents the 

smallest distance between each pair of points. Fig  . 4 shows the 

Euclidean distance metric. 

 

 
Fig.4. Euclidean distance metric 

 
It is a useful formula to compute the distance between two data 

points in absence of obstacles on the pathways. In the next step, the 

vector is getting normalized to use the same scale, without distorting 

differences in the ranges of values or losing information to model our 

data correctly. In this case one over calculated distance gives 

normalization results which are weight: 

 

W = 1 / Distance                                                                    (4) 
 

Weighting is the process by which data is adjusted to reflect the 

known population profile. It is used to balance out any significant 

variance between the actual and target profiles. Now our data are ready 

to evaluate by their weights and all the selected samples. 

In the next step, archive elements have been provided. According 

to the threshold ( e ), measurement of Euclidean distance results are 

considered, Therefore elements that do not violate the threshold sum 

up to archives, and the others have been ignored. If our methodology 

does not get any members in the archive then, it will multiply our 

threshold to 1.01 and check the similarity again. In this case, we will 

manage to find some members for our archive. 

 

𝑒𝑛𝑒𝑤 = 𝑒 ∗ 1.01                                                                     (5) 
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Along with finding archives, the persistence method is being 

fulfilled. Persistence is our competitor's method to see how our 

methodology approaches the result. 

D.  Development and Prediction Model 

Transmission offset applied to our data during model training can 

act as a simple correction to the response. This helps the model to 

predict the offset of response. For this purpose, the transmission offset 

of K_i is calculated: 

Offset (K) = mean K / K New                                              (6) 

The mean of another point over the next value of that point gives us 

the transmission offset. In the following formula, K is specified as one 

similarity length. Calculate the model transmission by: 

 

Offset (𝐾1, 𝐾2, … , 𝐾𝑛) =  

offset(𝐾1)∗weight(𝐾1)+offset(𝐾2)∗weight(𝐾2)+⋯ offset(𝐾𝑛)∗weight(𝐾𝑛) 

𝑤𝑒𝑖𝑔ℎ𝑡(𝐾1,𝐾2,…,𝐾𝑛)
              

                                                                                                        (7) 

By multiplying the result by the mean of the target vector, new 

data will be approached. This proceeds to lead us to the forecasted 

wind speed result. The discussed process was reset twenty times to 

get the best-predicted performance. 

III.  RESULTS 

 

The Propose approach was programmed based on the Python 

platform (Jupyter Notebook). Performance is evaluated in terms of 

MAPE (mean absolute percentage error). 

Different time horizon has been applied both persistence and a 

new method to check the performance of our method in short-term 

wind speed prediction. 

TABLE Ⅱ  

Result of New Method 

Index Threshold Length of 

similarity 

Time 

horizon 

MAPE 

Result 

1 0.1 7 10 3.11 

2 0.1 7 30 18.53 

3 0.1 7 60 27.37 

4 0.1 7 90 58.25 

5 0.1 7 120 48.86 

6 0.1 7 240 105.83 

TABLE Ш 

 Result of the Persistence Method 

Index Threshold Length of 

similarity 

Time 

horizon 

MAPE 

Result 

1 0.1 7 10 4.76 

2 0.1 7 30 23.17 

3 0.1 7 60 29.48 

4 0.1 7 90 30.56 

5 0.1 7 120 41.29 

6 0.1 7 240 96.29 

According to Table Ⅱ and Table Ш, the proposed method has 

significantly better performance in very short-term prediction (10, 30, 

and 60 minutes). For clericity, Fig. 5 depicts prediction results and the 

real wind data. As noticed wind speed is predicted very well in the 

proposed method. 

 

   
Fig.5. Comparison between the prediction results and the real one 

From this point of view beating persistence in a short-term wind, 

speed prediction is difficult because persistence is performing well in 

this time scale. The new method has improved the prediction 

accuracy in this time scale. 

IV. CONCLUSIONS 

Reductant the potential risk of unexpected wind speed variation in 

the system is the most important objective of this paper. Furthermore, 

reducing the primer charge and maintenance cost will give a more 

reliable system. To reach this goal, wind speed data have been 

investigated and provided for the system to be examined and trained. 

This process is used to figure out a prediction for wind speed in short-

term forecasting to have a sustainable power system. 

The outcome is compared with the persistence method which is one 

of the most reliable methods in short-term wind speed prediction. 

Results prove that the new method was successful in the first hour. 

This approach combined the Euclidean distance and Offset 

transmission and shows we have a reliable output result in comparison 

to the persistence method. The proposed approach greatly improves 

prediction accuracy. 
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