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Abstract

With regard to the non-linear nature of real-life data, their clusters’ shapes are non-convex and unfortunately, some
clustering methods cannot identify non-convex clusters and this is a challenge. Density-based clustering methods
could be a solution to this problem. Among all methods of this type, the DBSCAN algorithm can cluster data
with different shapes, sizes, and densities and also identify noise points. However, owing to the use of static input
parameters-the neighbourhood radius (Eps) and the minimum value for cluster formation (MinPts)- this algorithm
has some problems such as the difficulty in accurately determining these parameters in high-dimensional data sets and
not recognizing clusters with different densities. Accordingly, this paper presents a density clustering algorithm, which
requires minimal input parameters and one of its main parameters is Eps, which is automatically calculated based
on the k-nearest neighbours of points and its value is different for each cluster. To evaluate the effectiveness of the
proposed algorithm, some experiments were conducted. The obtained results showed the effectiveness and efficiency
of the presented algorithm regarding the correct identification of clusters with the desired shape, size, and density.
In addition, the proposed algorithm was found effective in estimating the number of clusters in most of the data sets
considered in this study.
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1 Introduction

Clustering, as an unsupervised learning method, is one of the main data mining techniques. It refers to the process
of grouping a set of data and putting them into classes of similar samples. A cluster is a set of data that are most
similar to each other but different from the data of other clusters [1]. One of the clustering approaches in data mining
is the use of density-based clustering algorithms [2, 13, 4, 22]. These algorithms have three advantages: they do not
limit themselves to the form of clusters, they are easy to understand, and they do not need to determine the number
of clusters in advance. The relevant literature consists of many density-based clustering algorithms [20]. One of the
famous algorithms in this field is DBSCAN, which was introduced by Ester in 1996 [7, 6]. Density-based clustering
algorithms generally need input parameters to start their work. It is very difficult for the user to determine these
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parameters for large data. Therefore, the automatic determination of these parameters is one of researchers’ concerns
in this field. On the other hand, there are only a few methods that automatically calculate the input parameters. One
of the problems of the DBSCAN algorithm is its incapability of clustering high-density data sets, which is because
the static Eps and MinPts values cannot be suitable for all clusters. To solve this problem, this paper proposes
a method in which the input parameter k is the number of nearest neighbours of points and Eps is the radius of
the neighbourhood. In this method, Eps is determined automatically and the value of Eps changes for each cluster.
Therefore, it applies to clustering data sets with high density. The following are the achievements of this paper:

1. The proposed method works on most data sets because it uses only the k-nearest neighbours.

2. The proposed method calculates the Eps parameter as radius neighbourhood automatically and its value is different
for each cluster.

The next parts of this paper are structured as follows. Section 2 reviews the related work. Then, Section 3
presents a density-based clustering method. Afterwards, Section 4 examines several artificial and real data sets.
Finally, Section 5 concludes the study and suggests directions for future work.

2 Related work

DBSCAN [7] is a basic method in density-based clustering, which uses two parameters: Eps and MinPts. This
method has some disadvantages, for example, its input parameters are static, which makes the difficult to be determined
manually in large data sets. In addition, when this method is used in clusters that are close to each other, the boundary
data cannot be identified correctly. To improve the DBSCAN method, some other density-based clustering methods
have been presented in the literature, which have succeeded in eliminating some of its disadvantages. Among them,
some methods use only the k-nearest neighbours of points for data clustering [12, 17]. For example, Jiaxin Qian et
al. [15] proposed a multi-density DBSCAN (MDBSCAN) algorithm based on the relative density, which extracts the
low-density points in the data set, then detects the real clusters from the points with low density, and finally uses
DBSCAN to cluster the rest of the points. One of the disadvantages of this method is that when the algorithm is
faced with large data sets, the setting range of parameter k is large. Xiaogang Huang et al. [10] proposed the Grit-
DBSCAN algorithm, which uses a grid tree to form the grids, and then suggested a method to reduce the distance
calculations. Xiang Zhang et al. [23] developed an algorithm, called the Whale Optimization Algorithm-DBSCAN
(WOA-DBSCAN), which uses WOA to find the input parameters of DBSCAN. Bing Ma et al. [14] proposed the
K-DBSCAN algorithm, which detects input parameters of DBSCAN algorithm and finds the core points. In another
study, Ziqing Wang et al. [21] proposed the Adaptive Multi-density DBSCAN (AMD-DBSCAN) algorithm, which uses
a method to conform the input parameters of DBSCAN, i.e., Eps and MinPts. This method was applied to multi-
density data sets. Moreover, the variance of the number of neighbors (VNN) traversed the density difference among
clusters. Avory Bryant et al. [3] proposed the RNN-DBSCAN algorithm, which uses the reverse nearest neighbors to
measure the density of points. K. .Ahmed Fahim [8] developed the E-DBSCAN algorithm using a dynamic radius
to find clusters of any density. This method considers a density value for each data, then checks the data that have
similar densities in a neighborhood radius regarding the cluster existence. Zeinab Falahiazar et al. [9] proposed the
Dynamic Multi-Objective Genetic Algorithm-DBSCAN (DMOGA-DBSCAN) algorithm. It detects the parameters
of DBSCAN automatically and dynamically. In another research, Igor de Moura Ventorim et al. [5] introduced the
BIRCHSCAN algorithm, which reduces the set of points to cluster the data set. As the above review reveals, many
methods have been proposed to improve the DBSCAN method. The uniqueness of the method proposed in the present
paper is that, in this method, the radius of the neighbourhood is defined dynamically and its value is different for each
cluster. Therefore, it is easy to determine it in data sets with large dimensions. In addition, unlike other methods,
the value of neighbourhood radius is determined statically.

3 The proposed algorithm

Given that the basis of the proposed method is the DBSCAN algorithm, first, the distance between two points xi

and xj were calculated as follows [16]:

D(xi, xj) =

√√√√ d∑
t=1

(xit − xjt)2 (3.1)
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where (X={x1, x2, ..., xn}), xi, xj are two points of X data set, xi=(xi1, xi2, ..., xid), xj=(xj1, xj2, ..., xjd), and d is
the dimensionality of points. In this method, a criterion was defined to measure the density of points as follows:

density(x) =
∑

p∈KNN(x)

D(x, p). (3.2)

Equation (3.2) is calculated as the total distance of each point from its k-nearest neighbor. In addition, the
neighborhood radius was defined as follows:

Eps =

∑
q∈Fp

dist (p, q)

K
, (3.3)

where Fp is the group of K nearest neighbors of p. In Equation (3.3), Eps was calculated as the average distance of
the dense point from its k-nearest neighbor. To allow the border points to enter the cluster, the neighborhood radius
Eps was reduced and a new neighborhood radius, namely boundaryEps, was obtained as follows:

boundaryEps =
Eps

2i
(3.4)

where the value of i starts from 1; then, in the process of the algorithm, every time the radius of the neighborhood
decreases, its value increases by one unit. A threshold was additionally defined for the neighborhood radius value as
follows:

threshold =

∑
x∈Hp

dist (p, x)

[0.5×K]
, (3.5)

where Hp is the group of [0.5 × K] nearest neighbors of p. In Equation (3.5), the threshold was calculated as the
average distance of the dense point from its [0.5×K] nearest neighbor.

The proposed algorithm operates through the following steps. First, the density of points in the data set is
measured using Equation (3.2). After that, the data with the lowest density is identified as the dense point in the
data set. Then, the cluster is created and the dense point enters the cluster. In this step, the neighbourhood radius
is calculated for this cluster using Equation (3.3). The direct density reachable points from the dense point to the
neighbourhood radius Eps are retrieved. If there is at least one point in the neighbouring radius of Eps, then the
cluster is formed and the dense point is entered into the cluster; otherwise, that point is recognized as noise. In this
step, the density reachable from the dense point with the new neighbourhood radius boundaryEps is also recovered.
This is the shrinking of the neighbourhood radius to a size that does not come down less than the threshold value
defined for Eps in Equation (3.5). Otherwise, the threshold value is considered to be the new neighbourhood radius
value and the process continues. That way, all border points enter the cluster and the cluster is completed. Then, the
data of the completed cluster is removed from the data set. These steps are repeated for the remaining data set until
the whole data is checked and the final clusters are created. Algorithm 1 describes the process.

Algorithm 1 proposed algorithm

Require: X (Dataset), K (The number of neighbors of each point)
Ensure: Final Clusters
1: Initialize c=0 (c is the number of clusters)
2: while X is not empty do
3: c=c+1
4: Calculate the value of density for all points by means of Equation (3.2) using the k-nearest neighbors of points.
5: Find a point that has the minimum value of density (the dense point)
6: Calculate the Eps value using the Equation (3.3)
7: Create the new cluster
8: Create all the direct density reachable points from the dense point with radius neighborhood Eps
9: Create all the density reachable points from the dense point with radius neighborhood boundryEps
10: Remove the points included in the cluster
11: end while

Regarding the analysis of the time complexity of the method, since the algorithm detects the k-nearest neighbours
of points, it takes o(Knlogn) [19]. The calculation of density can be performed in o(Kn). The process of finding direct
density reachable and density reachable points takes o(n). Therefore, the time complexity of the proposed method is
o(Kn2logn).
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4 Experimental results

In this section, the results of the proposed algorithm, the DBSCAN, and the RNN-DBSCAN algorithm are evaluated
on five artificial and five real data sets regarding two cluster quality evaluation criteria, ARI [11] and NMI [18].
Table 1 shows the characteristics of these data sets. The data sets used in this paper are available on the GitHub
repository (https://github.com/mlyizhang/Clustering-Datasets). ARI and NMI are two criteria for evaluating the
quality of clustering, whose values are between zero and one; closer values to one offer more accurate clustering.

The parameters in the proposed algorithm, in the DBSCAN algorithm, and in the RNN-DBSCAN algorithm are
determined as follows. In DBSCAN, the value of MinPts is determined based on the K-distance graph; it is set
to (2*data set dimension), and the Eps values are detected where the graph has elbows. On the other hand, in
the proposed algorithm and in the RNN-DBSCAN algorithm, the value of parameter K, as the number of nearest
neighbours, is selected experimentally.

Table 1: Distribution of data sets

Data set Data size (n) Dimensionality (d) Number of clusters (K)
2circles 600 2 2
D31 3100 2 31
Aggregation 788 2 7
D1 87 2 3
zelink6 1238 2 3
Iris 150 4 3
Seeds 210 7 3
vote 435 16 2
Zoo 101 16 7
Landsat 2000 36 6

4.1 Results on artificial datasets

In this part, the proposed algorithm is compared with the DBSCAN and RNN-DBSCAN algorithms on five
artificial data sets (2circles, D31, Aggregation, D1, and zelink6) regarding the NMI and ARI criteria. Table 2 shows
the results of this evaluation. In this table, the values that have the highest accuracy are marked in bold. The
defined parameter value of the proposed algorithm for 2circles, D31, Aggregation, D1, and zelink6 are respectively:
(K = 30),(K = 32),(K = 11),(K = 7),(K = 10); for DBSCAN, they are set to (MinPts = 5, Eps = 1.8),
(MinPts = 20, Eps = 0.7),(MinPts = 10, Eps = 1.6),(MinPts = 10, Eps = 0.7),(MinPts = 55, Eps = 0.05);
and for RNN-DBSCAN, they are set to (K = 11),(K = 22),(K = 7),(K = 6),(K = 13).The results showed that the
proposed algorithm had higher accuracy than the DBSCAN algorithm in all four data sets. In general, the presented
method showed an acceptable performance compared to the data sets studied in this research. In addition, in Fig. 1,
the final clustering and the clusters created with the proposed algorithm and with the DBSCAN and RNN-DBSCAN
algorithms were shown on each of the five artificial data sets, respectively. As can be seen, the proposed method
was able to identify the correct clusters in all these data sets, but the RNN-DBSCAN algorithm did not perform the
correct clustering in the zelink6 data set. The DBSCAN algorithm performed the correct clustering but in some data
sets, such as the D31 data set, some border points were detected as noise.

Table 2: efficiency of different clustering algorithms on the five artificial data sets

Data set
proposed algorithm DBSCAN RNN-DBSCAN

ARI NMI ARI NMI ARI NMI

2circles 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
D31 0.9427 0.9615 0.6463 0.8612 0.9163 0.9567
Aggregation 1.0000 1.0000 0.9877 0.9841 0.9978 0.9957
D1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
zelink6 1.0000 1.0000 1.0000 1.0000 0.7228 0.6888
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(a) ours-2circles (b) DBSCAN-2circles (c) RNN-DBSCAN-2circles

(d) ours-D31 (e) DBSCAN-D31 (f) RNN-DBSCAN-D31

(g) ours-D1 (h) DBSCAN-D1 (i) RNN-DBSCAN-D1

(j) ours-Aggregation (k) DBSCAN-Aggregation (l) RNN-DBSCAN-Aggregation

(m) ours-zelink6 (n) DBSCAN-zelink6 (o) RNN-DBSCAN-zelink6

Fig. 1: Display the results of the clustering algorithms on five artificial data sets

4.2 Results on real data sets

In this section, the proposed method was compared with the DBSCAN and RNN-DBSCAN algorithms on five real
data sets, namely, Iris, Seeds, vote, Zoo, and Landsat regarding the NMI and ARI criteria.

Table 3 shows the results of this evaluation. The defined parameter values of the proposed algorithm for Iris, Seeds,
vote, Zoo, and Landsat are respectively: (K = 8),(K = 6),(K = 15),(K = 15),(K = 10); for DBSCAN, they are set to
(MinPts = 6, Eps = 1), (MinPts = 2, Eps = 0.6),(MinPts = 3, Eps = 1),(MinPts = 10, Eps = 1.5),(MinPts = 1,
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Eps = 0.05); and for RNN-DBSCAN, they are set to (K = 6),(K = 6),(K = 2),(K = 15),(K = 10). Table 3 shows
the higher accuracy of the proposed method than the DBSCAN algorithm in all five data sets. In other words, the
findings confirmed the superiority of the proposed algorithm over DBSCAN and RNN-DBSCAN algorithms on the
data sets studied in this research.

Table 3: efficiency of different clustering algorithms on the five real data sets

Data set
proposed algorithm DBSCAN RNN-DBSCAN

ARI NMI ARI NMI ARI NMI

Iris 0.9180 0.8851 0.5681 0.7337 0.7504 0.7884
Seeds 0.5790 0.6365 0.3761 0.4786 0.5346 0.4123
vote 0.5167 0.4605 0.2999 0.3955 0.0223 0.1952
Zoo 0.6996 0.7370 0.5623 0.7331 0.5942 0.3831
Landsat 0.4830 0.6090 0.0000 0.3716 0.3421 0.5460

5 Conclusion

This paper proposed a density-based clustering method in which a criterion was defined for measuring the local
density of points using the k-nearest neighbourhood of the points. Common density-based clustering algorithms have
high thresholds that are selected by the user through a trial-and-error approach; for example, the DBSCAN method
applies only one fixed threshold to all data sets. However, in the real world, there is neither a single Eps nor a
single MinPts applicable to all data sets. Therefore, the fewer the threshold, the better the result. In addition, in
high-dimensional data sets, it is difficult for the user to determine these thresholds statically. This has resulted in
some problems in DBSCAN, such as the incapability to determine correctly the clustering in high-dimensional data
sets. Accordingly, the method developed in this study was set to use fewer thresholds compared to other density-based
methods. One of the main parameters used in the proposed method is Eps, which is computed automatically. This
parameter, which was formalized in this study, offers a different value for each cluster. This is the key superiority of
the proposed algorithm over the other density-based algorithms. Also, we have used two indicators: NMI and ARI to
analyze the results of the experiment on four artificial and four real data sets. The results showed that the proposed
method is more accurate than the DBSCAN algorithm in the data sets studied in this research. In future work, the
algorithm proposed in this study could be combined with hybrid clustering algorithms to improve the quality of the
final clustering.
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