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Abstract-- Stress is the physiological and psychological response 

of the body to external or internal pressures that the brain 

perceives as a threat, affecting both physical and mental 

performance. Low stress levels can enhance performance, but high 

stress levels can cause psychological and bodily harm. One 

effective method for estimating stress is mapping the features of 

biological signals to quantitative values for stress. In recent years, 

efforts have been made to continuously detect stress using 

biological signals and applying complex methods to estimate 

stress. This article introduces a simple and effective method for 

estimating stress. The existence of a monotonic increasing 

relationship between stress and biological signal features is an 

assumption of this study. Accordingly, EMG and ECG signals 

recorded under stressful conditions were preprocessed. Then, 

features were extracted and normalized from each time window. 

Subsequently, by calculating the 2-norm of the features and 

applying a scaling factor based on the individual's relative heart 

rate, a continuous value termed estimated stress was obtained. The 

qualitative evaluation of the results with self-reported values and 

stress levels at different stages of the experiment confirms the 

effectiveness of this method. The simplicity, understandability, 

and low computational cost are characteristics of the proposed 

method. The proposed method can be implemented in low-cost 

gadgets and can transfer stress estimation from the laboratory to 

daily life. 

 
Index Terms-- continuous stress, electrocardiogram signal, 

electromyogram signal, 2-norm 
 

I.  INTRODUCTION 

tress can be defined as a physiological and psychological 

response to challenges, pressures, or unpleasant situations 

experienced by the brain and nervous system. This response 

involves changes in hormone levels and various brain regions, 

aimed at coping with the stressful situation and maintaining 

internal physiological balance [1]. However, stress always 

brings with it a hidden opportunity. When faced with stress, one 

can utilize their inner strengths to manage and achieve balance, 

improving efficiency [2]. But if the level of stress and the time 

when a person is under stress increases, it causes physical and 

psychological damage [3], [4]. Therefore, it is essential to 

recognize stress for its management and prevention. 

One of the traditional ways to diagnose stress is to use 

questionnaires [5]. In this method, experts try to obtain a 

qualitative estimate of stress by asking questions in a 

questionnaire. But this method has limitations and the results 

cannot be trusted [6], [7]. Therefore, it is necessary to go 

towards methods such as the use of biological signals to 

eliminate human intervention in decisions. Stress detection is 

done using biological signals in both discrete and continuous 

ways [8]. In discrete methods, efforts are made to separate 

people's stress into qualitative levels (low stress, medium stress, 

and high stress) [9] while, in continuous methods, due to the 

continuous nature of stress, efforts are made to quantify the 

value of stress by mapping it to numerical values [8]. In 

continuous stress assessment methods, techniques such as fuzzy 

clustering and fuzzy inference systems [10], linear and 

nonlinear regression [11], and artificial intelligence [12] have 

been used to estimate stress, aiming to continuously estimate 

stress. However, due to not having the ground truth and great 

uncertainty in stress, it is another attractive research area for 

researchers [8]. 

Pourmohammadi and Maleki [8] attempted to achieve a 

continuous estimate of the stress of participants in an 

experiment with various stress levels using fuzzy clustering and 

weighting each cluster with a fuzzy inference system. Although 

they obtained good results, this method has two limitations. The 

first limitation is that the fuzzy inference system is not 

automated and depends on expert knowledge. The second 

limitation is that the basis for weighting each cluster is the 

stressor. This means that low stress was considered for all 

individuals in the initial resting state, even though some 

individuals experienced high stress due to being in a laboratory 

setting. Additionally, this method has high computational 

complexity due to the use of the fuzzy inference system. 

In another study, Jiang and Wang [13] reported a continuous 

estimate of drivers' stress levels while driving using fuzzy c-

means clustering and considering the size of the cluster centers. 
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First, biological features were extracted from the signals and 

these features were fuzzy clustered. Then, the cluster 

coefficients were calculated using the size of each cluster 

center. In the final step, by combining the membership values 

obtained from fuzzy clustering and the weight of each cluster, 

they achieved a continuous value referred to as drivers' stress. 

In this paper, reasonable justifications for the steps of the 

proposed method were not provided, and some of the steps are 

unreasonable. 

Weijsman et al. [11] have also estimated stress continuously by 

using biological signals from 30 participants in a stressful 

experiment for 40 minutes and using logistic regression and 

linear regression techniques. 

 

 
Fig. 1. Block diagram of the proposed method. 

 

 

Although efforts have been made to continuously estimate 

stress using biological signals, the need for a reasonable and 

effective method that can be used for everyday practical 

applications and inexpensive equipment is strongly felt. In this 

article, an effective and simple method for continuously 

estimating stress using electrocardiogram (ECG) and 

electromyogram (EMG) signals is introduced. 

The structure of the article is such that in the method section, 

the database is introduced and pre-processing and feature 

extraction are performed. Thereafter, by calculating the 2-norm 

and applying a scaling factor based on the individual's relative 

heart rate, a quantitative measure of stress is determined. In the 

results section, the stress curve of participants estimated using 

electrocardiogram and electromyogram signals is presented. In 

the Discussion and Conclusion section, the effectiveness of the 

method is evaluated according to the self-reported values of 

participants and stressful conditions in the testing stages. 

II.  METHOD 

Fig 1 illustrates the block diagram of the proposed method, 

which includes the steps of preprocessing, feature extraction, 

normalization, calculation of 2-norm, and application of a 

scaling factor based on the individual's relative heart rate. EMG 

and ECG signals recorded under stress conditions from the 

SBSL database were used. In the preprocessing stage, in 

addition to filtering the signals, the electromyogram signals 

were normalized based on maximum voluntary contraction 

(MVC). Next, features with a monotonically increasing 

relationship with stress were extracted from these signals, and 

the feature values were normalized to ensure equal influence of 

the features on the final result. In the last stage, the 2-norm of 

the normalized features was calculated, and a scaling factor 

based on the individual's relative heart rate was applied to 

determine the continuous stress index. 

A.  Database 

In this paper, the SBSL database [8] is utilized, which 

includes ECG and EMG signals from the right and left trapezius 

and the right and left erector spinae muscles. This database 

comprises data from 34 healthy participants aged between 20 

and 37 years. The signals were recorded over five stages: initial 

rest, Task 1, Task 2, Task 3, and final rest (recovery), which 

will be introduced in detail. The experiment is designed such 

that the stressors increase from Task 1 to Task 3 (tasks become 

more challenging). 

During the initial rest phase, 30 neutral images of nature 

accompanied by calming music were presented. In Task 1, 

congruent Stroop tasks and Simple math calculations were used 

to induce stress. In Task 2, incongruent Stroop tasks and 

moderate-level math calculations were employed. In Task 3, 

incongruent Stroop tasks and difficult-level math calculations 

were used, accompanied by radio sound as environmental 

noise. In the final rest phase, 30 neutral images of nature 

accompanied by calming music were presented to allow 

participants to recover. After each phase, participants reported 

their Perceived stress on a scale from 1 to 5, with 1 indicating 

very low stress and 5 indicating very high stress. 

 

B.  Preprocessing 

EMG and ECG signals may be contaminated by motion 

artifacts, movements due to breathing, high voltage line 

inducted interference, and other biological interferences. To 

reduce these noises and artifacts, ECG signals were filtered 

using a third-order bandpass filter with cutoff frequencies of 5 

and 15 Hz to facilitate the identification of R-peaks. 

Additionally, muscle signals were filtered using a fourth-order 

Butterworth high-pass filter with a cutoff frequency of 30 Hz 

[14]. 

On the other hand, inter-individual differences such as age, 

gender, and fitness level, and intra-individual differences such 

as fatigue and motivation make comparing EMG signals across 

individuals and conditions difficult [15]. To address this issue, 

EMG signals were normalized using a reference value obtained 

from the EMG signal recorded under maximum voluntary 

contraction (MVC) conditions. Specifically, the absolute value 

of the EMG signals recorded during MVC was computed, then 

windowed using a 100-millisecond window, and the average 

value of each window was calculated. Finally, the maximum of 

these average values was taken as the reference value, and each 

EMG signal was divided by this reference value for 

normalization [16]. 
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C.  Feature extraction 

The proposed method is based on the assumption that the 

features used have a monotonically increasing relationship with 

stress. Fig 2 shows hypothetical examples of the monotonic 

increasing relationship between stress and features. Fig 2, the 

relationship between the feature and stress can be either linear 

or nonlinear. 

 
Fig. 2. Hypothetical examples of a monotonically increasing relationship 

between stress and features of biological signals. 
 

Since stress causes an increase in heart rate as well as increased 

muscle activity [17], the features listed in Table I were used for 

EMG and ECG signals. These features have been normalized 

such that their values increase with increasing stress. 

TABLE I 

Extracted features for stress estimation from a window of EMG and ECG 

signals. For EMG signal features, 𝑁 denotes the number of samples in a window 

and 𝐴𝑖  denotes the 𝑖-th sample. For ECG signal features, 𝑇 represents the 

duration of the window in seconds, 𝑛 denotes the number of R-peaks in a 

window, 𝑅𝑖 denotes the 𝑖-th peak, and 𝑅𝑅𝑖 denotes the 𝑖-th interval between 

two consecutive R-peaks. 

Description Formula Signal 

Energy 𝐸𝑛𝑒𝑟𝑔𝑦 = ∑(|𝐴𝑖|2)

𝑁

𝑖=1

 EMG 

Root Mean Square 𝑅𝑀𝑆 = √
1

𝑁
∑ 𝐴𝑖

2

𝑁

𝑖=1

 EMG 

Mean absolute 
difference 𝑀𝐴𝐷 =

1

𝑁 − 1
∑|𝐴𝑖 − 𝐴𝑖−1|

𝑁

𝑖=2

 EMG 

Mean of RR intervals 𝑀𝑅𝑅 =
1

𝑛 − 1
∑ 𝑅𝑅𝑖

𝑛−1

𝑖=1

 ECG 

Root mean square of 

successive 

differences of RR 
intervals 

𝑅𝑀𝑆𝑆𝐷 = √
1

𝑛 − 2
∑(𝑅𝑅𝑖+1 − 𝑅𝑅𝑖)2

𝑛−2

𝑖=1

 ECG 

Mean HR 𝑀𝐻𝑅 =
60 𝑛

𝑇
 ECG 

 

D.  Normalization 

In the normalization process, two main objectives were 

considered. First, to ensure that differences due to data scale do 

not affect the values obtained for the features. Second, to ensure 

that the normalized features exhibit a monotonically increasing 

behavior with stress [18]. For those features whose variations 

with stress are monotonically increasing, normalization was 

performed using (1), where 𝑎𝑘 represents the feature value in 

the 𝑘-th window, 𝑎𝑚𝑖𝑛  and 𝑎𝑚𝑎𝑥 represent the minimum and 

maximum values in the feature vector for each participant, 

respectively, and 𝑦𝑘 denotes the scaled feature [19]. 

(1) y𝑘 =
(𝑎𝑘 − 𝑎𝑚𝑖𝑛)

(𝑎𝑚𝑎𝑥 − 𝑎𝑚𝑖𝑛)
 

Additionally, for those features whose variations with stress are 

monotonically decreasing (such as the mean of R-peak intervals 

and root mean square of R-peak intervals), normalization was 

performed using (2). It is important to emphasize that all 

normalized features will be monotonically increasing. 

(2) y𝑘 =
(𝑎𝑘 − 𝑎𝑚𝑎𝑥)

(𝑎𝑚𝑖𝑛 − 𝑎𝑚𝑎𝑥)
 

 

E.  Calculate 2-norm 

2-norm is a method for calculating distance in an n-

dimensional space [20]. To calculate the distance between 

features, (3) was used, where d represents the Euclidean 

distance, 𝑦𝑙  denotes the value of the 𝑙-th feature, and 𝑙 is the 

number of features. 

(3) 𝑑 = √𝑦1
2 + 𝑦2

2 + ⋯ + 𝑦𝑙
2 

 

F.  Scale factor based on relative heart rate 

In experimental conditions, maximum stress is not 

necessarily perceived by all individuals, and perceived stress 

can vary among individuals for the same stressor. Moreover, 

the ECG signal and heart rate feature demonstrate more robust 

behavior in representing stress compared to other features. 

Therefore, a scaling factor based on heart rate was applied to 

the 2-norm of the normalized features to obtain a continuous 

stress index. The stress scaling factor is shown in (4). In this 

equation, 𝑀𝐻𝑅𝑗 denotes the average heart rate of the 𝑗-th 

participant, and 𝑀𝐻𝑅𝑚𝑖𝑛  and 𝑀𝐻𝑅𝑚𝑎𝑥  represent the minimum 

and maximum average heart rates of all participants, 

respectively. 

(4) 𝑆𝑡𝑟𝑒𝑠𝑠 𝑓𝑎𝑐𝑡𝑜𝑟 =
𝑀𝐻𝑅𝑗 − 𝑀𝐻𝑅𝑚𝑖𝑛

𝑀𝐻𝑅𝑚𝑎𝑥 − 𝑀𝐻𝑅𝑚𝑖𝑛

 

The stress factors and the values obtained from (3) were 

multiplied to derive the continuous stress index for each time 

window, as in (5). 

(5) 𝑆𝑡𝑟𝑒𝑠𝑠 𝑖𝑛𝑑𝑒𝑥 = 𝑠𝑡𝑟𝑒𝑠𝑠 𝑓𝑎𝑐𝑡𝑜𝑟 × 𝑑 

G.  Quantitative Evaluation Criterion 

To evaluate the stress estimated by the proposed method, the 

correlation between the estimated stress and the self-reported 

data of the participants was used based on (6), where 

𝑐𝑜𝑟𝑟(𝑥, 𝑦)  indicates the correlation of the estimated stress with 
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self-reports, E(.) represents the mean, and V(.) denotes the 

variance. 

(6) 𝑐𝑜𝑟𝑟(𝑥, 𝑦) =
𝐸 [(𝑥 − 𝐸(𝑥)(𝑦 − 𝐸(𝑦)))]

√𝑉(𝑥)𝑉(𝑦)
 

III.  RESULTS 

The proposed method was implemented using the EMG and 

ECG signals from the [8] database. Stress estimation was 

performed once using only the ECG signal and again using both 

the ECG and EMG signals to allow for a comparison of the 

performance of these two modalities. For ECG-based 

estimations, the three ECG features listed in Table I were used, 

and for EMG-ECG-based estimations, all six features listed in 

Table I were used. A rectangular sliding window with a length 

of 60 seconds and a 50-second overlap was used for signal 

segmentation. 

 

 

 
Fig. 3. Display of normalized features for participant twelve. Each condition of the experiment is separated by vertical lines, and each feature is depicted with a 

distinct color. 

Fig 3 illustrates the behavior of normalized features for 

Participant twelve. Based on this plot, the monotonically 

increasing behavior of the features with stress can be validated. 

As expected, the values of normalized features in tasks one 

through three are higher compared to their counterparts in the 

resting state. 

Fig 4 depicts the stress estimation curve using the proposed 

method and utilizing both ECG and EMG signals for four 
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participants. 

 

 
Fig. 4. The stress estimation curve using the proposed method with ECG and EMG signals for participants 1, 12, 13, and 25. The red curve represents the 

estimated stress, while the green curve represents the self-reported by the participants 

Based on the estimated stress, it is observed that during the 

initial rest period, the participants' stress levels are low. As Task 

1 begins, the stress levels increase, and the stress curves change 

according to each task, with these changes varying for each 

individual. The stress levels in Task 1 are often higher than in 

the other tasks. This is likely because the new experience and 

unfamiliarity with the experimental procedure cause 

participants to experience more stress in the early stages of the 

experiment [21]. While the stressor is designed to increase from 

Task 1 to Task 3. 

The following section focuses on stress estimation using only 

ECG signals. Fig 5 shows the estimated stress using ECG 

signals. 
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Fig. 5. Estimated stress using ECG signals for participants 1, 12, 13, and 25. The red line represents the stress curve, while the green line represents the 

participants' self-reported stress. 

Participant 1 and Participant 13 show a significant increase in 

estimated stress during Task 1 and Task 2 periods, which 

corresponds well with their self-reported stress. Similarly, 

Participant 12 and Participant 25 also show an increase in stress 

during Task 1 and Task 2, but the intensity of this increase is 

less compared to Participants 1 and 13. For Participant 12, a 

slight decrease in estimated stress is observed during Rest1, but 

there is a slight increase during Rest2. In Participant 25, a 

noticeable decrease in stress is seen during Rest1, while stress 

remains relatively constant during Rest2. The estimated stress 

for all participants decreases during the Recovery period, 

indicating a return to the baseline state after the stress-inducing 

tasks. In all participants, the estimated stress increases with the 

onset of tasks and decreases with rest, indicating the accuracy 

of the proposed method in detecting stress changes in response 

to tasks and rest periods. The reduction in stress during the 

Recovery period for all participants shows that the proposed 

method effectively identifies the return to baseline after stress-

inducing tasks. 

The observed differences in the intensity and pattern of stress 

changes among participants highlight individual differences in 

perceiving stress from the same stressor. For example, 

Participant 1 experienced higher stress levels, while Participant 

25 experienced lower stress. 

In Fig 6, the estimated stress using only the ECG signal is 

compared with the estimated stress using both ECG and EMG 

signals. 

Based on the estimated stress, it appears that both EMG and 

ECG signals are useful for stress estimation. However, the 

stress curve estimated using both ECG and EMG signals aligns 

better with the participants' self-reports. For instance, in 

Participant 1, there is greater coherence between the self-

reported stress and the estimated stress using both ECG and 

EMG signals in Task 2 and Task 3. For participant 1, the 

estimated stress using only the ECG signal reached its peak in 

Task 1 because this participant had the highest heart rate among 

all participants during this period, resulting in a stress 

coefficient of 1. 
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Fig. 6. Comparison of estimated stress using only the ECG signal versus estimated stress using both ECG and EMG signals. 

Table II presents the correlation between the stress estimated by 

the proposed method and the self-reports of the participants. 

The average correlation for all participants in the case of stress 

estimation using the ECG signal and in the case of stress 

estimation using both ECG and EMG signals were found to be 

0.31 and 0.49, respectively. 

Table II 

Correlation of stress estimated by the proposed method with 

participants' self-report in two modes of stress estimation using 

ECG signal and stress estimation using ECG and EMG signals. 

 correlation 

Participant 

number 
With ECG 

With ECG and 

EMG 

1 0.20 0.77 

2 0.11 0.14 

3 0.47 0.70 

4 0.17 0.08 

5 0.61 0.45 

6 -0.09 0.21 

7 0.48 0.50 

8 0.63 0.59 

9 0.76 0.91 

10 0.53 0.65 

11 0.20 0.35 

12 0.73 0.76 

13 0.55 0.79 

14 0.63 0.47 

15 0.22 0.30 

16 0.43 0.57 

17 0.21 0.54 

18 0.39 0.46 

19 0.17 0.60 

20 0.70 0.77 

21 0.66 0.71 

22 0.48 0.54 

23 0.80 0.86 

24 0.63 0.72 

25 0.49 0.31 

26 0.04 0.29 

27 0.42 0.70 

28 0.68 0.52 

29 -0.26 -0.18 

30 0.05 0.09 

31 0.54 0.49 

32 0.46 0.80 

33 0.14 0.23 

34 0.08 0.27 

Average 0.31 0.49 
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Table III shows the task accuracy for participants 1, 12, 13, and 

25 in each of the tasks. Task accuracy indicates that participants 

1 and 12 have higher accuracy compared to participants 13 and 

25. This suggests that participants 1 and 12 paid more attention 

to the pre-designed stress-inducing tasks and naturally 

experienced more stress. This is evident in the estimated stress 

using the proposed method, where the range of estimated stress 

for participants 1 and 12 is higher than for participants 13 and 

25. 

TABLE III 

Task accuracy for participants as a percentage. 

Participant 25 Participant 13 Participant 12 Participant 1  

%48 %52 %61 %60 Task 

1 
%26 %35 %52 %59 Task 

2 
%40 %28 %30 %43 Task 

3 
 

IV.  DISCUSSION AND CONCLUSION 

In this study, a simple and efficient method for continuous 

stress estimation using biological signals was proposed. The 

analysis of the results indicates that the estimated stress follows 

a reasonable pattern in response to the stressor. Additionally, 

individual differences in the estimated stress levels were 

observable. 

The stress estimation method using only the ECG signal was 

able to identify overall stress changes and performed well in 

distinguishing between task and rest periods. Adding the EMG 

signal to the ECG improved the alignment of the estimated 

stress with self-reported stress levels. This combination 

provided a more comprehensive view of the individual's 

physiological state and significantly enhanced stress 

assessment. 

One limitation of the proposed method was the assumption of a 

linear relationship between stress and features. For future 

research, it is recommended to consider the nonlinear dynamics 

of each feature to achieve more accurate stress estimation 

curves. 

The results of this study indicate that the proposed method is 

capable of accurately detecting stress over long periods. Due to 

its simplicity of implementation and applicability to individuals 

in various conditions, this method can serve as an effective tool 

for stress prevention and management. This research has shown 

that by leveraging biological signals, stress can be effectively 

identified. Using small, inexpensive gadgets that operate based 

on biological signals, stress can be estimated efficiently and 

easily, enabling users to better manage stress in their daily lives. 
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