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Abstract

In this paper, an inverse problem of determining the time-dependent coefficient of a semilinear parabolic equation
involving the Caputo fractional derivative in time, with nonlocal boundary and integral overdetermination conditions,
is considered. Existence, uniqueness, and stability results of a classical solution are established using the Fourier
method, the iteration method, and Gronwall’s Lemma. Moreover, we provide an example to illustrate the obtained
results.
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1 Introduction

In recent years, partial differential equations in particular of the parabolic type, involving partial derivative of
non-integer order known as fractional order have attracted many researchers because of their applications in many
areas of science and engineering, as shown in [5, 14, 20] and references therein. In many practical situations, various
parameters are unknown such as fractional order, diffusion coefficient, source or reaction term in parabolic or fractional
parabolic problems, which were studied in [1, 3, 4, 8, 9, 10, 11, 13, 17, 19, 21] according to the data. Let us mention
that in [10, 11], the authors treated the inverse problem of identifying the unknown time-dependent coefficient in
the quasilinear parabolic equation with the nonlocal boundary and integral overdetermination conditions. In [4],
the inverse problem of finding the time-dependent source coefficient for the a semilinear fractional reaction diffusion
equation with the nonlocal boundary condition

u(0, t) = u(1, t); ux(1, t) = 0, t ∈ [0, T ].

has been considered.

In this article, we are concerned with the inverse problem of determining the pair {u(x, t), a (t)} for the following
time fractional equation

C∂α0+,tu(x, t) = uxx(x, t)− a(t)u(x, t) + F (x, t, u(x, t)), (x, t) ∈ DT (1.1)
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with the initial condition
u(x, 0) = φ(x), x ∈ [0, 1] (1.2)

the nonlocal boundary conditions

ux(0, t) = ux(1, t); u(1, t) = 0, t ∈ [0, T ] (1.3)

and the integral overdetermination data ∫ 1

0

u(x, t)dx = E(t), t ∈ [0, T ] (1.4)

where DT = (0, 1) × (0, T ], C∂α0+,t stands for the Caputo fractional derivative of order 0 < α < 1 with respect to

the time variable, φ(x) and F (x, t, u(x, t)) are given functions on [0, 1] and D̄T × R respectively, meanwhile, the
unknown potential coefficient a(t) which can be regarded as a control parameter, see [3] has to be determined. The
integral data (1.4) is needed for the unique solvability of our inverse problem. The nonlocal boundary conditions (1.3)
are commonly referred to as the boundary conditions describing the relationship between the desired solution values
on multiple points, which can be more useful than the standard classical boundary conditions for describing some
applications of heat conduction or thermo-elasticity, see [3, 2].

The keys factor in the solvability of our inverse problem is based on the expansion of the solution by using a
bi-orthogonal system of functions obtained from the nonlocal boundary conditions, the construction of convergent
iterations and the use of some known inequalities, mainly those of Gronwall, Cauchy and Hölder.

The rest of the paper is organized as follows: In Section 2, we recall some definitions and basic results for the
convenience of the readers. In Section 3, our main results are discussed about the existence, uniqueness of the solution
{u(x, t), a (t)} of the inverse problem (1.1)-(1.4) and its continuous dependence upon the data (ϕ,E(t)).

2 Preliminaries

In this section, we introduce notations, definitions from fractional analysis (see [16, 12, 18]) and preliminary facts
which are used throughout this paper.

Definition 2.1. For an integrable function f : R+ → R, the left sided Riemann-Liouville fractional integral of order
0 < α < 1 is defined by

Iα0+f(t) :=
1

Γ(α)

∫ t

0

(t− s)α−1f(s)ds, t > 0,

where Γ(.) denotes the Gamma function which satisfies Γ (α+ 1) = αΓ (α).

Definition 2.2. The left sided Caputo fractional derivative for a function f of order 0 < α < 1, is defined by

CDα
0+f(t) := I1−α

0+
d

dt
f(t) =

1

Γ(1− α)

∫ t

0

(t− s)−αf ′(s)ds, t > 0.

Notice that the Caputo’s fractional derivative of f(t) exists and is continuous for t > 0 when f ∈ AC [0, T ].
Furthermore, we have

CDα
0+f(t) = Dα

0+ (f(t)− f (0)) , (2.1)

where Dα
0+ is left sided Riemann-Liouville fractional derivative defined by

Dα
0+f(t) :=

d

dt
I1−α
0+ f(t), for 0 < α < 1.

Proposition 2.1. For 0 < α < 1 and f ∈ AC[0, T ], we have

IαC0+ D
α
0+f(t) = f(t)− f(0).

Let us give some results concerning the Mittag-Leffler function and start by its most used definition.
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Definition 2.3. The Mittag-Leffler function of two-parameter is defined by

Eα,β(z) =
∑
n≥0

zn

Γ(αn+ β)
; α > 0, β > 0, with z ∈ C.

In particular, for β = 1 we recover the classical Mittag-Leffler function Eα,1(z) = Eα(z).

Corollary 2.1. The following properties hold

(i) for 0 < α ≤ β ≤ 1, λ ∈ R+, Eα,β(−λtα) is a bounded positive monotonic decreasing function on the positive real
axis.

(ii) The Mittag-Leffer function Eα(λt
α) is invariant with respect to the left Caputo fractional derivative, that is

CDα
0+Eα(λt

α) = λEα(λt
α), for α > 0, λ ∈ R. (2.2)

The following lemma is a well known property of Mittag-Leffler function and can be found in Podlubny’s book [16].

Lemma 2.1. If 0 < α < 2, β is an arbitrary real number, µ satisfies that πα/2 < µ < min(π, απ) and C∗ is a real
constant, then

|Eα,β(z)| ≤
C∗

1 + |z|
, µ ≤ | arg(z)| ≤ π, |z| ≥ 0.

From this result, we conclude that for 0 < α < 1, λ > 0 and t ∈ [0, T ] that

λEα,α(−λtα) ≤
λC∗

1 + λtα
<∞. (2.3)

Now, because of the relation (2.1) and linearity of fractional differential operators, we can extend Lemma 15.2 of
Samko et al [18] to the following Lemma.

Lemma 2.2. Let (fi (t))i≥0 be a sequence of functions defined on (0, T ]. Suppose the following conditions are fulfilled:

(i) For a given α > 0, the α-derivatives CDα
0+fi(t), i ≥ 0 for t ∈ (0, T ] exists.

(ii)

∞∑
i=1

fi(t) and

∞∑
i=1

CDα
0+fi(t) are uniformly convergent series on the interval [ε, T ] for any ε > 0.

Then, the function defined by the series

∞∑
i=1

fi(t) is α-differentiable and satisfies

CDα
0+

∞∑
i=1

fi(t) =

∞∑
i=1

CDα
0+fi(t).

Theorem 2.1. Let α ∈ (0, 1), f ∈ L1[0, T ], c ∈ R. Then the solution of the problem{
CDα

0+u(t) + λu (t) = f(t), t > 0

u(0) = c

is given in AC [0, T ] and satisfies

u(t) = cEα(−λtα) +
∫ t

0

(t− s)α−1Eα,α(−λ(t− s)α)f(s)ds.

Next, we consider the following system of functions on [0, 1]:

Φ = {ϕ0 (x) , ϕ1,n (x) , ϕ2,n (x)}∞n=1, Ψ = {ψ0 (x) , ψ1,n (x) , ψ2,n (x)}∞n=1, (2.4)
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where

ϕ0(x) = 2(1− x), ϕ1,n(x) = 4(1− x) cos(
√
λnx), ϕ2,n(x) = 4 sin(

√
λnx), (2.5)

ψ0 = 1, ψ1,n(x) = cos(
√
λnx), ψ2,n = x sin(

√
λnx), (2.6)

with λn = (2nπ)
2
, n ≥ 1. Since the nonlocal boundary value spectral problem obtained from (1.1) and (1.3) is nonself-

adjoint and the set of eigenvectors with the eigenvalues λn, n ≥ 1 of this spectral problem is not complete in the space
L2(0, 1), another complete set of eigenvectors (2.5) and associated set of eigenvectors (2.6) of the adjoint problem is
obtained. The system (2.4) is bi-orthogonal and forms a Riez basis in L2(0, 1). For more details, see [7, 6, 15]. We
denote the inner product in L2(0, 1) by

⟨f, g⟩ =
∫ 1

0

f(x)g(x)dx, ∀f, g ∈ L2(0, 1).

To define what we mean by a classical solution, let us introduce the following classes of functions

C1,0
(
DT

)
=
{
u(., t) ∈ C1 [0, 1] , t ∈ [0, T ] and u(x, .) ∈ C [0, T ] , x ∈ [0, 1]

}
;

C2,α (DT ) =
{
u(., t) ∈ C2 (0, 1) , t ∈ (0, T ] and CDα

0+,tu(x, .) ∈ C (0, T ] , x ∈ (0, 1)
}
.

Definition 2.4. The pair {u(x, t), a(t)} is said to be a classical solution of inverse problem (1.1)-(1.4) if {u(x, t), a(t)} ∈[
C2,α (DT ) ∩ C1,0

(
D̄T

)]
× C [0, T ] and a (t) is positive on [0, T ] such that equation (1.1) and conditions (1.2)-(1.4)

are satisfied.

Finally, we recall the Gronwall’s lemma.

Lemma 2.3. Let u(t) and v(t) be nonnegative continuous functions on some interval [0, T ]. Also, let the function
f(t) be positive, continuous, and monotonically nondecreasing on [0, T ] and satisfies the inequality

u (t) ≤ f (t) +

∫ t

0

v (s)u (s) ds,

then

u (t) ≤ f (t) exp

(∫ t

0

v (s) ds

)
, for t ∈ [0, T ] .

3 Main results

In this section, we will give the results about existence, uniqueness of the solution and the continuous dependence
upon the data of our inverse problem (1.1)-(1.4).

At this stage, for arbitrary a ∈ C [0, T ] and by applying the Fourier method, the solution u(x, t) of the direct
problem (1.1)-(1.3) can be expanded to uniformly convergent series form using the bi-orthogonal system (2.4) in
L2 (0, 1) as follows

u(x, t) = u0(t)ϕ0(x) +
∑
n≥1

u1,n(t)ϕ1,n(x) +
∑
n≥1

u2,n(t)ϕ2,n(x); (3.1)

where u0(t) = ⟨u(., t), ψ0⟩, uk,n(t) = ⟨u(., t), ψk,n⟩, n ≥ 1, k = 1, 2

are to be determined. We denote, the coefficients of the series expansion of φ(x) and F (x, t, u(x, t)) in the basis (2.6)
by

φ0 = ⟨φ,ψ0⟩, φk,n = ⟨φ,ψk,n⟩; k = 1, 2, n ≥ 1

F0(t, u) = ⟨F (., t, u(., t)), ψ0⟩, Fk,n(t, u) = ⟨F (., t, u(., t)), ψk,n⟩; k = 1, 2, n ≥ 1,

respectively. By properties of bi-orthogonal system (2.4), we obtain from (1.1)-(1.3), the following Cauchy problems
on [0, T ] and n ≥ 1 {

CDα
0+u0(t) = −a(t)u0(t) + F0(t, u),

u0(0) = φ0,
(3.2)
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CDα

0+u1,n(t) = −λnu1,n(t)− a(t)u1,n(t) + F1,n(t, u),

u1,n(0) = φ1,n,
(3.3)

{
CDα

0+u2,n(t) = −λnu2,n(t) + 2
√
λnu1,n(t)− a(t)u2,n(t) + F2,n(t, u),

u2,n(0) = φ2,n.
(3.4)

Thus, by applying the integral operator Iα0+ to the fractional differential equation of the Cauchy problem (3.2) and
from Proposition 2.1, we get

u0(t) = φ0 −
1

Γ(α)

∫ t

0

(t− s)α−1 [a(s)u0(s)− F0(s, u)] ds, (3.5)

While, according to Theorem 2.1, the solutions of problems (3.3),(3.4) satisfy

u1,n(t) =φ1,nEα,1(−λntα)−
∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α) [a(s)u1,n(s)− F1,n(s, u)] ds, (3.6)

u2,n(t) =φ2,nEα,1(−λntα) + 2
√
λn

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)u1,n(s)ds

−
∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α) [a(s)u2,n(s)− F2,n(s, u)] ds, (3.7)

for n ≥ 1, respectively. On other wise, from (1.4) we observe that

u0(t) = E(t). (3.8)

Now, applying CDα
0+ to the additional condition (1.4) we obtain

CDα
0+E(t) =

∫ 1

0

C∂α0+,tu(x, t)dx

=

∫ 1

0

[uxx(x, t)− a(t)u(x, t) + F (x, t, u(x, t))] dx

= ux(1, t)− ux(0, t)− a(t)E(t) +

∫ 1

0

F (x, t, u(x, t))dx,

which yields

a(t) =
F0(t, u)− CDα

0+E(t)

E(t)
. (3.9)

Throughout this paper, we assume that the following conditions hold

(A1) φ ∈ C4[0, 1], φ(1) = 0, φ′(0) = φ′(1), φ′′(1) = 0, φ(3)(0) = φ(3)(1).

(A2) F (x, t, u) is continuous on D̄T × R and satisfies the following conditions:

(1) F (., t, u) ∈ C4[0, 1], for t ∈ [0, T ], F (x, t, u)|x=1 = 0,
Fx(x, t, u)|x=0 = Fx(x, t, u)|x=1 = 0, Fxx(x, t, u)|x=1 = 0,
Fxxx(x, t, u)|x=0 = Fxxx(x, t, u)|x=1;

(2) there exists a nonnegative function b ∈ L2(DT ) such that for each u, ũ ∈ R∣∣∣∣ ∂n∂xnF (x, t, u)− ∂n

∂xn
F (x, t, ũ)

∣∣∣∣ ≤ b(x, t)|u− ũ|, n = 0, 1, 2

with B = ∥b∥L2(DT ) and Mb = max
0≤t≤T

∥b (., t) ∥L2(0,1) <∞;

(3) M = max{∥ ∂n

∂xnF (., ., 0)∥L2(DT ); n = 0, 1, 2},
MF = max

0≤t≤T
∥F (., t, 0)∥L2(0,1) <∞;
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(4) F0(t, u) > 0 for t ∈ [0, T ].

(A3) E ∈ AC [0, T ] , min
0≤t≤T

E (t) = Em > 0, CDα
0+E(t) ≤ 0 for t ∈ [0, T ] and

E (0) =
∫ 1

0
φ(x)dx.

Definition 3.1. We denote B the set of continuous functions on [0, T ]

{u(t)} = {u0(t), u1,n(t), u2,n(t); n ≥ 1}

satisfying

|u0(t)|+
∑
n≥1

(|u1,n(t)|+ |u2,n(t)|) <∞ for t ∈ [0, T ].

It can be shown that (B, ∥.∥B) is a Banach space with

∥u∥B = max
0≤t≤T

|u0(t)|+
∑
n≥1

(
max
0≤t≤T

|u1,n(t)|+ max
0≤t≤T

|u2,n(t)|
)
.

Lemma 3.1. If (A1) is satisfied, then the series
∑
n≥1

|φ1,n|,
∑
n≥1

|φ2,n| are uniformly convergent. Moreover for some

positive constant C, we have

|φ0|+
∑
n≥1

(|φ1,n|+ |φ2,n|) ≤ C∥φ∥C4[0,1].

Proof . First, we have by Cauchy’s inequality

|φ0| = |
∫ 1

0

φ(x)dx| ≤ ∥φ∥L2[0,1].

By integration by parts four times, we get for n ≥ 1

φ1,n =

∫ 1

0

φ(x) cos(2nπx)dx =
1

(2nπ)
4φ

(4)
1,n;

φ2,n =

∫ 1

0

φ(x)x sin(2nπx)dx =
1

(2nπ)
4φ

(4)
2,n +

4

(2nπ)
5φ

(4)
1,n.

Taking the sum and using Hölder’s inequality, we obtain

∑
n≥1

|φ1,n| ≤

∑
n≥1

1

(2nπ)
8

1/2∑
n≥1

|φ(4)
1,n|2

1/2

≤ C1∥φ(4)∥L2(0,1);

∑
n≥1

|φ2,n| ≤
∑
n≥1

1

(2nπ)4
|φ(4)

2,n|+
∑
n≥1

4

(2nπ)5
|φ(4)

1,n| ≤ C2∥φ(4)∥L2[0,1].

Thus, we conclude the uniform convergence of the above series. Moreover

|φ0|+
∑
n≥1

|φ1,n|+
∑
n≥1

|φ2,n| ≤ ∥φ∥L2[0,1] + (C1 + C2) ∥φ(4)∥L2[0,1]

≤ C∥φ∥C4[0,1].

□

Remark 3.1. In the same way, from (A1)-(A2), we can deduce the uniform convergence of the following series∑
n≥1

λn|φ2,n|,
∑
n≥1

λn|F2,n(t, u)|,
∑
n≥1

(
√
λn)

k|φ1,n|,
∑
n≥1

(
√
λn)

k|F1,n(t, u)| for k = 1, 2, 3.

Now, from the decrease of the Mittag-Leffler type functions and the estimation (2.3), we have for λn = (2πn)
2
, n ≥ 1

sup
0<t<T

Eα(−λntα) = 1, sup
0<t<s<T

Eα,α(−λn(t− s)α) =
1

Γ(α)
< 1 and λnEα,α(−λn(t− s)α) ≤ Nλ, 0 < t < s < T.

(3.10)
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3.1 Existence and uniqueness of the solution

Theorem 3.1. Let (A1)−(A3) be satisfied. If 1/2 < α < 1, then the inverse problem (1.1)-(1.4) has a unique classical
solution {u(x, t), a(t)} on [0, T ] for a large T.

Proof . Before going further, we will explain two techniques noted Step K and Step G, that we will use in most of
all the estimates in the other steps.

Step K: Adding and subtracting
∫ t

0

∫ 1

0
(t − s)α−1F (x, s, 0)Wn(x)dxds to the first memeber of the following

inequality, we obtain∣∣∣∣∫ t

0

∫ 1

0

(t− s)α−1F (x, s, u(x, s))Wn(x)dxds

∣∣∣∣ ≤∫ t

0

(t− s)α−1

∣∣∣∣∫ 1

0

[F (x, s, u(x, s))− F (x, s, 0)]Wn(x)dx

∣∣∣∣ ds
+

∫ t

0

(t− s)α−1

∣∣∣∣∫ 1

0

F (x, s, 0)Wn(x)dx

∣∣∣∣ ds,
using the Cauchy-Schwartz inequality, we find∣∣∣∣∫ t

0

∫ 1

0

(t− s)α−1F (x, s, u(x, s))Wn(x)dxds

∣∣∣∣
≤
(∫ t

0

(t− s)2α−2ds

)1/2
(∫ t

0

(∫ 1

0

[F (x, s, u(x, s))− F (x, s, 0)]Wn(x)dx

)2

ds

)1/2

+

(∫ t

0

(t− s)2α−2ds

)1/2
(∫ t

0

(∫ 1

0

F (x, s, 0)Wn(x)dx

)2

ds

)1/2

≤ Tα−1/2

√
2α− 1

(∫ t

0

(∫ 1

0

[F (x, s, u(x, s))− F (x, s, 0)]Wn(x)dx

)2

ds

)1/2

+
Tα−1/2

√
2α− 1

(∫ t

0

(∫ 1

0

F (x, s, 0)Wn(x)dx

)2

ds

)1/2

.

Step G: When we get the following form of inequality on [0, T ] with continuous functions v(t) and P1 (t)

v (t) ≤ P1 (t) + P2

(∫ t

0

(v(s))2ds

)1/2

,

we take the square to have

(v (t))
2 ≤ 2P 2

1 (t) + 2P 2
2

∫ t

0

(v(s))2ds. (3.11)

Appling the Gronwall’s Lemma on (3.11), we get (v (t))
2 ≤ 2P 2

1 (t) exp
(
2P 2

2 t
)
, therefore, we obtain v (t) ≤√

2P1 (t) exp
(
P 2
2 t
)
.

Step 1: Let us define an iteration for the Fourier coefficient of (3.1) for N ≥ 0 as follows:

u
(N+1)
0 (t) =E(t); (3.12)

u
(N+1)
1,n (t) =u

(0)
1,n(t)−

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)a(N)(s)u
(N+1)
1,n (s)ds (3.13)

+

∫ t

0

∫ 1

0

(t− s)α−1Eα,α(−λn(t− s)α)F (x, s, u(N)(x, s)) cos(
√
λnx)dxds,

u
(N+1)
2,n (t) =u

(0)
2,n(t) + 2

√
λn

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)u
(N+1)
1,n (s)ds (3.14)

−
∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)a(N)(s)u
(N+1)
2,n (s)ds

+

∫ t

0

∫ 1

0

(t− s)α−1Eα,α(−λn(t− s)α)F (x, s, u(N)(x, s))x sin(
√
λnx)dxds,
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with
u
(0)
0 (t) = φ0, u

(0)
1,n(t) = φ1,nEα,1(−λntα), u

(0)
2,n(t) = φ2,nEα,1(−λntα). (3.15)

Again, we define an iteration for (3.9) on t ∈ [0, T ] for N ≥ 0

a(N)(t) =
1

E(t)

[
−CDα

0+E(t) +

∫ 1

0

F (x, t, u(N)(x, t))dx

]
. (3.16)

First, by definition 3.1, the estimate of Mittag-Leffer type function in (3.10) and Lemma 3.1, we get

∥u(0)∥B ≤ |φ0|+
∑
n≥1

(|φ1,n|+ |φ2,n|) ≤ C∥φ∥C4[0,1],

thus u(0) ∈ B. For N = 0, we have on [0, T ]

a(0)(t) =
1

E(t)

[
−CDα

0+E(t) +

∫ 1

0

F (x, t, u(0)(x, t))dx

]
> 0.

Adding and subtracting 1
E(t)

∫ 1

0
F (x, t, 0)dx to the above equation, then using the Lipschitz condition, we get

a(0)(t) ≤
|CDα

0+E(t)|
E(t)

+
1

E(t)

∣∣∣∣∫ 1

0

[
F (x, t, u(0)(x, t))− F (x, t, 0)

]
dx

∣∣∣∣+ 1

E(t)

∫ 1

0

F (x, t, 0)dx

≤
|CDα

0+E(t)|
E(t)

+
1

E(t)

∫ 1

0

b(x, t)
∣∣∣u(0)(x, t)∣∣∣ dx+

1

E(t)

∫ 1

0

F (x, t, 0)dx.

From Cauchy’s inequality, (A2) and (A3), we find

a(0)(t) ≤ E−1
m

(
∥CDα

0+E∥C[0,T ] + ∥b (., t) ∥L2(0,1)∥u(0)∥B + ∥F (., t, 0)∥L2(0,1)

)
.

Taking into consideration that

∥CDα
0+E∥C[0,T ] ≤

T 1−α

(1− α) Γ(1− α)
∥E′∥L∞[0,T ], for 0 < α < 1,

then for some positive constant D, we get

∥a(0)∥C[0,T ] ≤ E−1
m

(
D∥E∥AC[0,T ] +Mb∥u(0)∥B +MF

)
.

Since u(0) ∈ B, we deduce that a(0) ∈ C[0, T ]. It’s clear that, from (3.12) we have for N ≥ 0

max
0≤t≤T

|u(N+1)
0 (t)| ≤ ∥E∥C[0,T ]. (3.17)

Next, we consider u
(1)
1,n(t) and u

(1)
2,n(t) are given by (3.13) and (3.14) for N = 0 respectively. Using (3.10) and

a(0) ∈ C[0, T ] we obtain

|u(1)1,n(t)| ≤ |φ1,n|+ ∥a(0)∥C[0,T ]

∫ t

0

(t− s)α−1
∣∣∣u(1)1,n(s)

∣∣∣ ds+ ∣∣∣∣∫ t

0

∫ 1

0

(t− s)α−1F (x, s, u(0)(x, s)) cos(2πnx)dxds

∣∣∣∣ .
Applying Cauchy-Schwartz’s inequality and Step K, then we integrate twice by parts the integrals depending on

F with respect to x on [0, 1], we get

|u(1)1,n(t)| ≤|φ1,n|+ ∥a(0)∥C[0,T ]Lα

(∫ t

0

|u(1)1,n(t)|2ds
)1/2

+
Lα

4π2

(∫ T

0

(∫ 1

0

[Fxx(x, s, u
(0)(x, s))− Fxx(x, s, 0)]

cos(2πnx)

n2
dx

)2

ds

)1/2

+
Lα

4π2

(∫ T

0

(∫ 1

0

Fxx(x, s, 0)
cos(2πnx)

n2
dx

)2

ds

)1/2

,
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where

Lα =
Tα−1/2

√
2α− 1

, for
1

2
< α < 1. (3.18)

Applying Step G and after that taking the maximum, we get

max
0≤t≤T

|u(1)1,n(t)|

≤
√
2 exp

(
∥a(0)∥2C[0,T ]L

2
αT
)[

|φ1,n|+
Lα

4π2

(∫ T

0

(∫ 1

0

[Fxx(x, s, u
(0)(x, s))− Fxx(x, s, 0)]

cos(2πnx)

n2
dx

)2

ds

)1/2

+
Lα

4π2

(∫ T

0

(∫ 1

0

Fxx(x, s, 0)
cos(2πnx)

n2
dx

)2

ds

)1/2
 .

Taking the sum of both sides of the last inequality, we find∑
n≥1

max
0≤t≤T

|u(1)1,n(t)| ≤A
(
a(0)

)∑
n≥1

|φ1,n|

+A
(
a(0)

) Lα

4π2

∑
n≥1

1

n2

(∫ T

0

(∫ 1

0

[Fxx(x, s, u
(0)(x, s))− Fxx(x, s, 0)] cos(2πnx)dx

)2

ds

)1/2

+A
(
a(0)

) Lα

4π2

∑
n≥1

1

n2

(∫ T

0

(∫ 1

0

Fxx(x, s, 0) cos(2πnx)dx

)2

ds

)1/2

,

where
A
(
a(0)

)
=

√
2 exp

(
∥a(0)∥2C[0,T ]L

2
αT
)
. (3.19)

Then, Hölder’s inequality gives∑
n≥1

max
0≤t≤T

|u(1)
1,n(t)| ≤A

(
a(0)

)∑
n≥1

|φ1,n|

+A
(
a(0)

) Lα

4π2

∑
n≥1

1

n4

1/2∑
n≥1

∫ T

0

(∫ 1

0

[Fxx(x, s, u
(0)(x, s))− Fxx(x, s, 0)] cos(2πnx)dx

)2

ds

1/2

+A
(
a(0)

) Lα

4π2

∑
n≥1

1

n4

1/2∑
n≥1

∫ T

0

(∫ 1

0

Fxx(x, s, 0) cos(2πnx)dx

)2

ds

1/2

.

Using the fact that
∑
n≥1

1

n4
=
π4

90
, then from Bessel’s inequality, the Lipschitz condition and by (A2), we get

∑
n≥1

max
0≤t≤T

|u(1)1,n(t)| ≤ A
(
a(0)

)∑
n≥1

|φ1,n|+
Lα

12
√
10

[
B∥u(0)∥B +M

] . (3.20)

In the same way, according to (3.10) and a(0) ∈ C[0, T ], we have

|u(1)2,n(t)| ≤|φ2,n|+
Nλ

πn
max
0≤t≤T

|u(1)1,n(t)|
∫ t

0

(t− s)α−1ds+ ∥a(0)∥C[0,T ]

∫ t

0

(t− s)α−1
∣∣∣u(1)2,n(s)

∣∣∣ ds
+

∣∣∣∣∫ t

0

∫ 1

0

(t− s)α−1F (x, s, u(0)(x, s))x sin(2πnx)dxds

∣∣∣∣ .
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Applying Cauchy-Schwartz’s inequality and Step K, after that we integrate by parts the integrals depending on
F with respect to x on [0, 1], we find

|u(1)2,n(t)| ≤|φ2,n|+
NλT

α

πnα
max
0≤t≤T

|u(1)1,n(t)|+ ∥a(0)∥C[0,T ]
Tα−1/2

√
2α− 1

(∫ t

0

|u(1)2,n(s)|2ds
)1/2

+
Tα−1/2

√
2α− 1

(∫ t

0

(∫ 1

0

[Fx(x, s, u
(0)(x, s))− Fx(x, s, 0)]

cos(2πnx)

n
dx

)2

ds

)1/2

+
Tα−1/2

√
2α− 1

(∫ t

0

(∫ 1

0

Fx(x, s, 0)
cos(2πnx)

n
dx

)2

ds

)1/2

.

Applying Step G to the last inequality, we get

|u(1)2,n(t)| ≤
√
2 exp

(
∥a(0)∥2C[0,T ]L

2
αT
)[

|φ2,n|+
NλT

α

απ

1

n
max
0≤t≤T

|u(1)1,n(t)|

+
Lα

2π

(∫ T

0

(∫ 1

0

[Fx(x, s, u
(0)(x, s))− Fx(x, s, 0)]

cos(2πnx)

n
dx

)2

ds

)1/2

+
Lα

2π

(∫ T

0

(∫ 1

0

Fx(x, s, 0)
cos(2πnx)

n
dx

)2

ds

)1/2
 ,

where Lα is given by(3.18). Taking the maximum and the sum of both sides of the last inequality, by Hölder’s
inequality, we get

∑
n≥1

max
0≤t≤T

|u(1)2,n(t)| ≤A
(
a(0)

)∑
n≥1

|φ2,n|+A
(
a(0)

) NλT
α

απ

∑
n≥1

1

n2

1/2∑
n≥1

(
max
0≤t≤T

|u(1)1,n(t)|
)2
1/2

+A
(
a(0)

) Lα

2π

∑
n≥1

1

n2

1/2∑
n≥1

∫ T

0

(∫ 1

0

[Fx(x, s, u
(0)(x, s))− Fx(x, s, 0)] cos(2πnx)dx

)2

ds

1/2

+A
(
a(0)

) Lα

2π

∑
k≥1

1

n2

1/2∑
n≥1

∫ T

0

(∫ 1

0

Fx(x, s, 0) cos(2πnx)dx

)2

ds

1/2

,

where A
(
a(0)

)
is defined by (3.19). By the fact that∑

n≥1

|yn|2
1/2

≤
∑
n≥1

|yn|,
∑
n≥1

1

n2
=
π2

6

and Bessel’s inequality, we get∑
n≥1

max
0≤t≤T

|u(1)2,n(t)| ≤A
(
a(0)

)∑
n≥1

|φ2,n|+A
(
a(0)

) Lλ√
6

∑
n≥1

max
0≤t≤T

|u(1)1,n(t)|

+A
(
a(0)

) Lα

2
√
6

(∫ T

0

∫ 1

0

∣∣∣Fx(x, s, u
(0)(x, s))− Fx(x, s, 0)

∣∣∣2 dxds)1/2

+A
(
a(0)

) Lα

2
√
6
∥Fx(., ., 0)∥L2(DT ),
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where Lλ =
NλT

α

α
. The Lipschitz condition, (A2)− 3 and estimate (3.20) give

∑
n≥1

max
0≤t≤T

|u(1)2,n(t)| ≤A
(
a(0)

)∑
n≥1

|φ2,n|+
(
A
(
a(0)

))2 Lλ√
6

∑
n≥1

|φ1,n| (3.21)

+A
(
a(0)

)
Lα

[
A
(
a(0)

) Lλ

24
√
15

+
1

2
√
6

] [
B∥u(0)∥B +M

]
.

According the estimates (3.17),(3.20), (3.21) and the fact that

∥u(1)∥B = max
0≤t≤T

|u(1)0 (t)|+
∑
n≥1

(
max
0≤t≤T

|u(1)1,n(t)|+ max
0≤t≤T

|u(1)2,n(t)|
)
,

we get

∥u(1)∥B ≤ ∥E∥C[0,T ] +Q1(a
0)∥φ∥C4[0,1] +Q2(a

0)
[
B∥u(0)∥B +M

]
,

where

Q1(a
0) = max

(
A
(
a(0)

)
;
A2
(
a(0)

)
Lλ√

6

)
, Q2(a

0) = A
(
a(0)

)
Lα

[
1

12
√
10

+
A
(
a(0)

)
Lλ

24
√
15

+
1

2
√
6

]
.

As a result u(1) ∈ B. In the same way, by induction we get for general value of N ≥ 1

∥u(N)∥B ≤ ∥E∥C[0,T ] +Q1(a
(N−1))∥φ∥C4[0,1] +Q2(a

(N−1))
[
B∥u(N−1)∥B +M

]
.

By induction, we have u(N−1)(t) ∈ B and a(N−1) (t) ∈ C[0, T ], then u(N)(t) ∈ B. Also, a(N) (t) > 0 on [0, T ] for
general value of N , we have

∥a(N)∥C[0,T ] ≤ E−1
m

(
D∥E∥AC[0,T ] +Mb∥u(N)∥B +MF

)
.

Finally, since u(N) ∈ B, we deduce that a(N) ∈ C[0, T ].

Step 2: In the sequel, we will study the convergence of the bounded iterations
(
u(N+1)(t)

)
N≥0

and
(
a(N)(t)

)
N≥0

in B and C[0, T ] respectively. Let us denote

Ma = max{∥a(N)∥C[0,T ];N ≥ 0}; Mu = max{∥u(N)∥B;N ≥ 0}. (3.22)

First, from (3.16), we have for N ≥ 0

a(N+1)(t)− a(N)(t) =
1

E(t)

[∫ 1

0

F (x, t, u(N+1)(x, t))dx−
∫ 1

0

F (x, t, u(N)(x, t))dx

]
,

by using the Lipschitz condition and (A3), we find

|a(N+1)(t)− a(N)(t)| ≤ E−1
m

∫ 1

0

b(x, t)|u(N+1)(x, t)− u(N)(x, t)|dx. (3.23)

Then, Cauchy’s inequality and (A2)− 2 give

∥a(N+1) − a(N)∥C[0,T ] ≤ E−1
m Mb∥u(N+1) − u(N)∥B. (3.24)

Next, to estimate ∥u(N+1) − u(N)∥B for N = 0 we start with the first term

u
(1)
0 (t)− u

(0)
0 (t) = E(t)− φ0,

then
max
0≤t≤T

|u(1)0 (t)− u
(0)
0 (t)| ≤ ∥E∥C[0,T ] + ∥φ∥C4[0,1]. (3.25)
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Then, applying the same estimation used in Step 1 on

u
(1)
1,n(t)− u

(0)
1,n(t) =−

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)a(0)(s)u
(1)
1,n(s)ds

+

∫ t

0

∫ 1

0

(t− s)α−1Eα,α(−λn(t− s)α)F (x, s, u(0)(x, s)) cos(2πnx)dxds,

we obtain ∑
n≥1

max
0≤t≤T

|u(1)1,n(t)− u
(0)
1,n(t)| ≤

Tα

α
Ma∥u(1)∥B +

Lα

12
√
10

[
B∥u(0)∥B +M

]
. (3.26)

In the same manner from

u2,n
(1)(t)− u

(0)
2,n(t) = 2

√
λn

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)u
(1)
1,n(s)ds

−
∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)a(0)(s)u
(1)
2,n(s)ds

+

∫ t

0

∫ 1

0

(t− s)α−1Eα,α(−λn(t− s)α)F (x, s, u(0)(x, s))x sin(2πnx)dxds,

we get ∑
n≥1

max
0≤t≤T

|u(1)2,n(t)− u
(0)
2,n(t)| ≤

[
Lλ√
6
+
TαMa

α

]
∥u(1)∥B +

Lα

2
√
6

[
B∥u(0)∥B +M

]
. (3.27)

Consequently, from (3.25),(3.26) and (3.27) we find

∥u(1) − u(0)∥B ≤ ∥E∥C[0,T ] + ∥φ∥C4[0,1] +

(
2MaT

α

α
+
Lλ√
6

)
Mu +

(
Lα

12
√
10

+
Lα

2
√
6

)[
B∥u(0)∥B +M

]
:= E .

For N = 1, to estimate ∥u(2) − u(1)∥B, we start with the fact

|u(N+1)
0 (t)− u

(N)
0 (t)| = 0, N ≥ 1. (3.28)

Then, to estimate the following expression

u
(2)
1,n(t)− u

(1)
1,n(t) =−

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)a(1)(s)
[
u
(2)
1,n(s)− u

(1)
1,n(s)

]
ds

−
∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)u
(1)
1,n(s)

[
a(1)(s)− a(0)(s)

]
ds

+

∫ t

0

∫ 1

0

(t− s)α−1Eα,α(−λn(t− s)α)
[
F (x, s, u1(x, s))− F (x, s, u(0)(x, s))

]
cos(2πnx)dxds,

we use (3.10), (3.22), Cauchy’s inequality and estimate (3.23), we get

|u(2)1,n(t)− u
(1)
1,n(t)| ≤MaLα

(∫ t

0

∣∣∣u(2)1,n(s)− u
(1)
1,n(s)

∣∣∣2 ds)1/2

+ max
0≤t≤T

∣∣∣u(1)1,n(t)
∣∣∣E−1

m Lα

(∫ t

0

(∫ 1

0

b(x, s)|u(1)(x, s)− u(0)(x, s)|dx
)2

ds

)1/2

+ Lα

(∫ t

0

(∫ 1

0

[
F (x, s, u1(x, s))− F (x, s, u(0)(x, s))

]
cos(2πnx)dx

)2

ds

)1/2

.

Applying Step G, we obtain

|u(2)
1,n(t)− u

(1)
1,n(t)| ≤

√
2 exp

(
(LαMa)

2 T
)
max

0≤t≤T

∣∣∣u(1)
1,n(t)

∣∣∣E−1
m Lα

(∫ t

0

(∫ 1

0

b(x, s)|u(1)(x, s)− u(0)(x, s)|dx
)2

ds

)1/2

+
√
2 exp

(
(LαMa)

2 T
)
Lα

(∫ t

0

(∫ 1

0

[
F (x, s, u(1)(x, s))− F (x, s, u(0)(x, s))

]
cos(2πnx)dx

)2

ds

)1/2

.

(3.29)
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Taking the sum of both sides of the obtained inequality, we integrate twice by parts the terms depending on F
with respect to x, by Hölder’s inequality, Bessel’s inequality and the Lipschitz condition, we find

∑
n≥1

|u(2)1,n(t)− u
(1)
1,n(t)| ≤ H1

(∫ t

0

∫ 1

0

b2(x, s)|u(1)(x, s)− u(0)(x, s)|2dxds
)1/2

(3.30)

with

H1 =
√
2 exp

(
(LαMa)

2
T
)(

MuLαE
−1
m +

Lα

12
√
10

)
.

In the same way, using previous approximation techniques on

u
(2)
2,n(t)− u

(1)
2,n(t) =2

√
λn

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)
[
u
(2)
1,n(s)− u

(1)
1,n(s)

]
ds

−
∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)a(1)(s)
[
u
(2)
2,n(s)− u

(1)
2,n(s)

]
ds

−
∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)u
(1)
2,n(s)

[
a(1)(s)− a(0)(s)

]
ds

+

∫ t

0

(t− s)α−1Eα,α(−λn(t− s)α)

∫ 1

0

[
F (x, s, u(1)(x, s))− F (x, s, u(0)(x, s))

]
x sin(2nπx)dxds,

from (3.10), Cauchy’s inequality and estimate (3.23), we get

|u(2)2,n(t)− u
(1)
2,n(t)| ≤Nλ

∫ t

0

(t− s)α−1 1

nπ
|u(2)1,n(s)− u

(1)
1,n(s)|ds+ LαMa

(∫ t

0

|u(2)2,n(s)− u
(1)
2,n(s)|2ds

)1/2

+ E−1
m Lα max

0≤t≤T
|u(1)2,n(t)|

(∫ t

0

(∫ 1

0

b(x, s)|u(1)(x, s)− u(0)(x, s)|dx
)2

ds

)1/2

+ Lα

(∫ t

0

(∫ 1

0

[
Fx(x, s, u

(1)(x, s))− Fx(x, s, u
(0)(x, s))

] cos(2nπx)
2πn

dx

)2

ds

)1/2

.

Applying step G, we get

|u(2)2,n(t)− u
(1)
2,n(t)|

≤
√
2 exp

(
(LαMa)

2
T
)
Nλ

∫ t

0

(t− s)α−1 1

πn
|u(2)1,n(s)− u

(1)
1,n(s)|ds

+
√
2 exp

(
(LαMa)

2
T
)
E−1

m Lα max
0≤t≤T

|u(1)2,n(t)|

(∫ t

0

(∫ 1

0

b(x, s)|u(1)(x, s)− u(0)(x, s)|dx
)2

ds

)1/2

+
√
2 exp

(
(LαMa)

2
T
)
Lα

(∫ t

0

(∫ 1

0

[
Fx(x, s, u

(1)(x, s))− Fx(x, s, u
(0)(x, s))

] cos(2nπx)
2πn

dx

)2

ds

)1/2

. (3.31)

Taking into account that, by the estimate (3.29) we get concerning the following term∑
n≥1

1

nπ
|u(2)1,n(s)− u

(1)
1,n(s)|

≤
√
2 exp

(
(LαMa)

2
T
)
E−1

m Lα

∑
n≥1

1

nπ
max
0≤t≤T

∣∣∣u(1)1,n(t)
∣∣∣(∫ t

0

(∫ 1

0

b(x, s)|u(1)(x, s)− u(0)(x, s)|dx
)2

ds

)1/2

+
√
2 exp

(
(LαMa)

2
T
)
Lα

∑
n≥1

1

nπ
×

(∫ t

0

(∫ 1

0

[
F (x, s, u(1)(x, s))− F (x, s, u(0)(x, s))

]
cos(2πnx)dx

)2

ds

)1/2

,
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by Hölder’s inequality, the Lipschitz condition and Bessel’s inequality, we get

∑
n≥1

1

nπ
|u(2)

1,n(s)− u
(1)
1,n(s)| ≤

√
2

6
exp

(
(LαMa)

2 T
)
Lα

[
E−1

m Mu + 1
](∫ t

0

(∫ 1

0

b(x, s)|u(1)(x, s)− u(0)(x, s)|dx
)2

ds

)1/2

.

Hence, we find∫ t

0

(t− s)α−1
∑
n≥1

1

nπ
|u(2)1,n(s)− u

(1)
1,n(s)|ds ≤

√
2

6
exp

(
(LαMa)

2
T
)
Lα

[
E−1

m Mu + 1
]

×

(∫ t

0

(∫ 1

0

b(x, s)|u(1)(x, s)− u(0)(x, s)|dx
)2

ds

)1/2 ∫ t

0

(t− s)α−1ds.

(3.32)

Taking the sum of both sides of the inequality (3.31), according to (3.32), Hölder’s inequality, Bessel’s inequality
and the Lipschitz condition, we obtain

∑
n≥1

|u(2)2,n(t)− u
(1)
2,n(t)| ≤ H2

(∫ t

0

∫ 1

0

b2(x, s)|u(1)(x, s)− u(0)(x, s)|2dxds
)1/2

, (3.33)

with

H2 =
2Tα

α
√
6

(
exp

(
(LαMa)

2
T
))2

LαLλ

(
E−1

m Mu + 1
)
+

√
2

6
exp

(
(LαMa)

2
T
)
Lα

(
E−1

m Mu +
1

2

)
.

Thus, from formula (3.28), (3.30) and (3.33) we deduce

|u(2) (t)− u(1) (t) | ≤ H

(∫ t

0

∫ 1

0

b2(x, s)|u(1)(x, s)− u(0)(x, s)|2dxds
)1/2

, (3.34)

where H = [H1 +H2] . As a result
∥u(2) − u(1)∥B ≤ HB∥u(1) − u(0)∥B.

Applying the same estimation techniques and from (3.34), we obtain for N = 2

|u(3) (t)− u(2) (t) | ≤ H

(∫ t

0

∫ 1

0

b2(x, s)|u(2)(x, s)− u(1)(x, s)|2dxds
)1/2

≤ H max
0≤t≤T

∥b(., t)∥L2(0,1)

(∫ t

0

∣∣∣u(2)(s)− u(1)(s)
∣∣∣2 ds)1/2

≤ H2

(
max
0≤t≤T

∥b(., t)∥L2(0,1)

)2(∫ t

0

∫ s

0

|u(1)(r)− u(0)(r)|2drds
)1/2

≤ H2M2
b E
(∫ t

0

∫ s

0

drds

)1/2

≤ H2M2
b

t√
2
E .

Similarly, for a general value of N , we get

∥u(N+1) − u(N)∥B ≤ HNMN
b

T
N
2

√
N !

E . (3.35)

Thus clearly, we have ∥u(N+1)−u(N)∥B → 0 whenN → ∞ and from (3.24) we deduce that ∥a(N+1)−a(N)∥C[0,T ] → 0

when N → ∞. We conclude that the iterations
(
u(N+1)(t)

)
N≥0

and
(
a(N)(t)

)
N≥0

are of Cauchy’s type in the Banach

spaces B and C [0, T ] respectively. Following this, these sequences are uniformly convergent to elements of B and
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C [0, T ] respectively. Then, we will show that lim
N→∞

u(N+1)(t) = u(t), lim
N→∞

a(N+1)(t) = a(t). Similarly to the

previous step, we obtain

|u (t)− u(N+1) (t) | ≤ H

(∫ t

0

∫ 1

0

b2(x, s)|u(x, s)− u(N)(x, s)|2dxds
)1/2

≤ HMb

(∫ t

0

|u(s)− u(N)(s)|2ds
)1/2

,

which implies that

|u (t)− u(N+1) (t) |2 ≤ 2(HMb)
2

∫ t

0

|u(s)− u(N+1)(s)|2ds+ 2 (HMb)
2
∫ t

0

|u(N+1)(s)− u(N)(s)|2ds.

Then, by Gronwall’s inequality and (3.35), we find

|u (t)− u(N+1) (t) |2 ≤ 2(HMb)
2 exp(2(HMb)

2t)

∫ t

0

|u(N+1)(s)− u(N)(s)|2ds

≤ 2(HMb)
2 exp(2(HMb)

2t)
(HMb)

2NE2

N !

∫ t

0

sNds.

Finally, we conclude that

∥u− u(N+1)∥B ≤
√
2 exp((HMb)

2T )E (HMb)
N+1T

N+1
2√

(N + 1)!
,

when N → ∞, we obtain uN+1(t) → u(t). Furthermore, we can find

∥a− a(N)∥C[0,T ] ≤ E−1
m Mb∥u− u(N)∥B,

then, we deduce that a(N)(t) → a(t) when N → ∞. As a consequence, u ∈ B and a ∈ C[0, T ]. On other hand, the
series expression (3.1) of the solution u(x, t) gives

|u(x, t)| ≤ 2|u0(t)|+ 4
∑
n≥1

|u1,n(t)|+ 4
∑
n≥1

|u2,n(t)|.

From Lemma 3.1 and Remark 3.1, we conclude by (3.6),(3.7) and (3.8) that the majorizing sums of the series (3.1)
and its x-partial derivative

∑
n≥1 ∂x are absolutely convergent. Then, they are uniformly convergent and their sums

are continuous in D̄T . In addition, the series of xx-partial derivative
∑

n≥1 ∂xx of (3.1) is uniformly convergent in
(0, 1)× [ε, T ], for any ε > 0. In addition, from the expressions of fractional derivative (3.2)-(3.3) and (3.4), we get the
following inequalities

|CDα
0+u0(t)| ≤ ∥a∥C[0,T ]|u0(t)|+ ∥F0(., u)∥C[0,T ],

|CDα
0+u1,n(t)| ≤ λn|u1,n(t)|+ ∥a∥C[0,T ]∥|u1,n(t)|+ ∥F1,n(., u)∥C[0,T ],

|CDα
0+u2,n(t)| ≤ λn|u2,n(t)|+ 2

√
λn|u1,n(t)|+ ∥a∥C[0,T ]|u2,n(t)|+ ∥F2,n(., u)∥C[0,T ],

due to Lemma 3.1 and Remark 3.1, we deduce the uniform convergence of the series
∑
n≥1

λn|u1,n(t)|,
∑
n≥1

√
λn|u1,n(t)|

and
∑
n≥1

λn|u2,n(t)|. Then, from the Weirstrass M-test, we show that the series

∞∑
n=1

CDα
0+u1,n(t) and

∑∞
n=1

CDα
0+u2,n(t)

are convergent, also from (3.8) we observe that, CDα
0+u0(t) is bounded. By virtue of Lemma 2.2, the α-partial derivative

C∂α0+,t of the series (3.1) and the series
∑

n≥1
C∂0+,t are uniformly convergent in (0, 1)× [ε, T ], for any ε > 0. Thus,

u ∈ C2,α(DT ) ∩ C1,0(D̄T ) for arbitrary positive a ∈ C[0, T ].

Step 3: To prove the uniqueness result, we assume that problem (1.1)-(1.4) has two solution pairs {u(t), a1(t)},
{v(t), a2(t)}, first from (3.9) we have

∥a1 − a2∥C[0,T ] ≤ E−1
m Mb∥u− v∥B. (3.36)
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Next, as done previously, we have

|u (t)− v (t) | ≤ HMb

(∫ t

0

|u(s)− v(s)|2ds
)1/2

.

Applying Step G, we get |u (t) − v (t) | ≤ 0; t ∈ [0, T ] and consequently u (t) = v (t) on [0, T ] . Furthemore, from
(3.36) we deduce that a1 (t) = a2 (t) , t ∈ [0, T ]. □

3.2 Continuous dependence of {u, a} upon the data

Theorem 3.2. Under assumption (A1)-(A3), the solution {u(x, t), a(t)} of the inverse problem (1.1)-(1.4) depends
continuously upon the data of {φ(x), E(t)}.

Proof . Let {u(x, t), a(t)}, {ū(x, t), ā(t)} be two solutions of the inverse problem (1.1)-(1.4), corresponding two sets
of the data {φ(x), E(t)} and {φ̄(x), Ē(t)} respectively. First, we have

|a(s)− ā(s)| ≤
∣∣∣∣CDαĒ(s)

Ē(s)
−

CDαE(s)

E(s)

∣∣∣∣+ ∫ 1

0

∣∣∣∣F (x, s, u(x, s))E(s)
− F (x, s, ū(x, s))

Ē(s)

∣∣∣∣ dx. (3.37)

Adding and subtracting
CDαĒ(s)

E(s) to the first term of the right sided of (3.37), we get

∣∣∣∣CDαĒ(s)

Ē(s)
−

CDαE(s)

E(s)

∣∣∣∣ ≤ ∣∣∣∣CDα(Ē(s)− E(s))

E(s)

∣∣∣∣+ ∣∣∣∣CDαĒ(s)

(
1

Ē(s)
− 1

E(s)

)∣∣∣∣
≤ D

Em
∥E − Ē∥AC[0,T ] +

D

E2
m

∥Ē∥AC[0,T ]∥E − Ē∥C[0,T ].

Next, adding and subtracting
∫ 1

0
F (x,s,ū(x,s))

E(s) dx and
(

1
E(s) −

1
Ē(s)

) ∫ 1

0
F (x, s, 0)dx to the second term of the right

sided of (3.37), we get∫ 1

0

∣∣∣∣F (x, s, u(x, s))E(s)
− F (x, s, ū(x, s))

Ē(s)

∣∣∣∣ dx ≤ 1

E(s)

∫ 1

0

|F (x, s, u(x, s))− F (x, s, ū(x, s))|dx

+

∣∣∣∣ 1

E(s)
− 1

Ē(s)

∣∣∣∣ ∫ 1

0

|F (x, s, ū(x, s))− F (x, s, 0)|dx

+

∣∣∣∣ 1

E(s)
− 1

Ē(s)

∣∣∣∣ ∫ 1

0

|F (x, s, 0)|dx

≤ 1

E(s)

∫ 1

0

b (x, s) |u(x, s)− ū(x, s)|dx

+

∣∣∣∣ 1

E(s)
− 1

Ē(s)

∣∣∣∣ ∫ 1

0

b (x, s) |u(x, s))|dx+

∣∣∣∣ 1

E(s)
− 1

Ē(s)

∣∣∣∣ ∫ 1

0

|F (x, s, 0)dx

≤E−1
m

∫ 1

0

b (x, s) |u(x, s)− ū(x, s)|dx+ E−2
m ∥E − Ē∥C[0,T ] [MbMū +MF ]

where, Mb = ∥b∥C[0,T ], Mū = ∥ū∥B. Thus, we deduce that there exist positive constants µi, i = 1, 2

|a(s)− ā(s)| ≤ µ1∥E − Ē∥AC[0,T ] + µ2

∫ 1

0

b (x, s) |u(x, s)− ū(x, s)|dx (3.38)

and hence
∥a− ā∥C[0,T ] ≤ µ1∥E − Ē∥AC[0,T ] + µ2Mb∥u− ū∥B. (3.39)

Now, to estimate u(x, t)− ū(x, t) we start with

|u0(t)− ū0(t)| ≤ ∥E − Ē∥C[0,T ].
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Also, from (3.10) we have

|u1,n (t)− ū1,n(t)| ≤ |φ1,n − ¯φ1,n|+
∫ t

0

(t− s)α−1|a(s)− ā(s)||u1,n(s)|ds

+

∫ t

0

(t− s)α−1ā(s)|u1,n(s)− ū1,n(s)|ds

+

∣∣∣∣∫ t

0

∫ 1

0

(t− s)α−1 [F (x, s, u(x, s))− F (x, s, ū(x, s))] cos(2πnx)dxds

∣∣∣∣ .
Then, by(3.38) and the same estimation techniques used previously in the Step 2 of the proof Theorem 3.1, there

exist positive constants ηi, i = 1, ..., 7 such that

∑
n≥1

|u1,n(t)− ū1,n(t)| ≤ η1
∑
n≥1

|φ1,n − φ̄1,n|+ η2∥E − Ē∥AC[0,T ] + η3

(∫ t

0

∫ 1

0

b2(x, s)|u(x, s)− ū(x, s)|2dxds
)1/2

and ∑
n≥1

|u2,n(t)− ū2,n(t)| ≤η4
∑
n≥1

|φ2,n − φ̄2,n|+ η5∥E − Ē∥AC[0,T ] + η6
∑
n≥1

|φ1,n − φ̄1,n|

+ η7

(∫ t

0

∫ 1

0

b2(x, s)|u(x, s)− ū(x, s)|2dxds
)1/2

.

Thus, we get for some positive constants ρi, i = 1, 2, 3

|u (t)− u (t) | ≤ ρ1∥φ− φ̄∥C4[0,1] + ρ2∥E − Ē∥AC[0,T ] + ρ3Mb

(∫ t

0

|u(s)− ū(s)|2dxds
)1/2

. (3.40)

Applying Step G to (3.40), we get

|u (t)− u (t) | ≤
√
2 exp

(
ρ23M

2
b T
) [
ρ1∥φ− φ̄∥C4[0,1] + ρ2∥E − Ē∥AC[0,T ]

]
.

It follows that for some positive constants Πi, i = 1, ..., 4 and a large T , we get

∥u− ū∥B ≤ Π1∥φ− φ̄∥C4[0,1] +Π2∥E − Ē∥AC[0,T ]

and by (3.39),
∥a− ā∥C[0,T ] ≤ Π3∥φ− φ̄∥C4[0,1] +Π4∥E − Ē∥AC[0,T ].

This implies that when ∥φ− φ̄∥C4[0,1] ≤ ε1 and ∥E − Ē∥AC[0,T ] ≤ ε2, then

∥u− ū∥B ≤ Π1ε1 +Π2ε2 and ∥a− ā∥C[0,T ] ≤ Π3ε1 +Π4ε2.

This induces the continuous dependence of {u(x, t), a (t)} on the data of {φ(x), E(t)}. □

4 Example

Consider problem (1.1)-(1.4) with

φ(x) = −2π sin(2πx) + (1− x), F (x, t, u) = (1− x)[cos(2πx)e−tu+ 4], E(t) =
1

2
Eα(−2πtα).

Clearly that (A1)-(A2) are satisfied with∣∣∣∣ ∂n∂xnF (x, t, u)− ∂n

∂xn
F (x, t, ũ)

∣∣∣∣ ≤ ex−t|u− ũ|, n = 0, 1, 2
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and

F0(t, u) =

∫ 1

0

F (x, t, u)dx = 2 > 0, ∀x ∈ (0, 1).

Moreover, from (2.2) we have

CDαE(t) = −πEα(−2πtα) < 0, ∀t ∈ [0, T ]

and ∫ 1

0

φ(x)dx =
1

2
= E(0).

Therefore, all conditions of Theorem 3.1 are satisfied. Thus, this inverse problem has a unique classical solu-
tion {u(x, t), a(t)} on [0, T ] for α ∈ (1/2, 1). In addition, Theorem 3.2 implies that the continuous dependence of
{u(x, t), a (t)} upon the data of {φ(x), E(t)}.

5 Conclusion

In this paper, we studied well-posedness of the solution of an inverse time potential coefficient problem involving
a nonlinear time-fractional reaction-diffusion equation with nonlocal boundary and over-determination conditions by
using the Fourier method with some bi-orthogonal system and the iteration method. The key point here, is the use of
Gronwall’s Lemma which makes that the obtained results hold on [0, T ] for a large T and a limited α ∈ (1/2, 1).

Acknowledgments

This study was supported by applied Mathematics Laboratory.

References

[1] T.S. Aleroev, M. Kirane, and S.A. Malik, Determination of a source term for a time fractional diffusion equation
with an integral type over-determining condition, Electron. J. Differ. Equ. 2013 (2013), no. 270, 1–16.

[2] J.R. Cannon, S.P. Esteva, and J.V.D. Hoek, A Galerkin procedure for the diffusion subject to the specification of
mass, SIAM J. Numer. Anal. 24 (1987), 499–515.

[3] J.R. Cannon, Y. Lin, and S. Wang, Determination of a control parameter in a parabolic partial differential
equation, J. Aust. Math. Soc. Ser. B. 33 (1991), 149–163.

[4] R. Faizi and R. Atmania, An inverse source problem of a semilinear time-fractional reaction–diffusion equation,
Appl. Anal. 10 (2022), no. 1, 1–21.

[5] M. Ginoa, S. Cerbelli, and H.E. Roman, Fractional diffusion equation and relaxation in complex viscoelastic
materials, Phys. A. 191 (1992), 449–453.

[6] V.A. Il’in and L.V. Kritskov, Properties of spectral expansions corresponding to non-self-adjoint differential oper-
ators, J. Math. Sci. 116 (2003), no. 5, 3489–3550.

[7] VA. Il’in, How to express basis conditions and conditions for the equiconvergence with trigonometric series of
expansions related to non-self-adjoint di erential operators, Comput. Math. Appl. 34 (1997), 641–647.
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