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Abstract

The automatic design of analogue circuits is a challenging task due to the high complexity of the design, which is
caused by the search space and sometimes conflicting parameters. In the article, a trial-and-error-based approach that
combines reinforcement learning and deep neural networks is used to determine the values of circuit elements have
been used. In methods based on reinforcement learning, the agent tries to act like an expert designer and maybe better
than that by trial and error and using the information it gets from the environment. In this article, one of the latest
methods of deep reinforcement learning called approximate policy optimization (PPO) is used. To show the efficiency
of the above method, a cascaded LNA circuit is considered. The voltages are determined by the learning agent to
optimize the circuit design requirements such as gain, noise figure and power consumption. To train the learning agent
in the reward function, two categories of adverbs have been included in such a way that the main goal is to optimize
the gain and noise figure, and the secondary goal is to focus on other requirements, such as power consumption. The
environment, which is the amplifier circuit, is simulated in the Hspice software in 0.18 micrometre technology from
the TSMC company at the frequency of 5.7 GHz and the learning agent is also defined in the MATLAB environment,
which has been able to design the values of the circuit elements by interacting with the environment.
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1 Introduction

The design of analogue circuits is directly dependent on technology and functional requirements. The shrinking
of the dimensions of the component reduces the supply voltage of the integrated circuits, which makes it possible to
build digital and analogue circuits on one chip, but on the other hand, it causes many design issues that were not
important in the design before. Such trends require that the analysis and design of circuits be accompanied by a deep
understanding of the limitations imposed by the new technology [15].

Designers of these circuits in conventional (traditional) methods have a limited number of explicit patterns or in
other words definitive rules to follow in their designs, so day by day the need for tools such as mechanized design of
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electronic circuits is felt more and more. Therefore, Machine Learning tools have been able to play a significant role
in this field and cause ease and significant reduction of design time. Reinforcement Learning is one of the subsets of
machine learning and has been the focus of researchers in this field in recent years.

On the other hand, the advances made in recent years in the semiconductor industry have led to the widespread
use of integrated circuits, which has increased the design challenges of these circuits even more. The design of
analogue integrated circuits has challenges such as inherent defects of the transistor, reduction of supply voltage,
power consumption, circuit complications and also design corners (Process-Voltage-Temperature) [15]. Even though
research on the design and implementation of integrated circuits High frequency has been done for decades, but it
is still challenging [16]. In addition to the general challenges mentioned for analogue integrated circuits, the design
of high-frequency integrated circuits alone also has many compromises between parameters that the designer must
consider these requirements, as well as new challenges every day due to the demand for designs with High performance,
low cost and more efficiency are created [16]. This problem has made design using developed artificial intelligence
tools more needed than in the past.

1.1 Research background

In reference [1], the authors have used artificial neural networks to optimize the design of the two-stage operational
amplifier circuit. The structure of the network used was a forward neural network with a hidden layer, which was used
to train this network from a previously collected data set. In reference [14], artificial neural networks have been used
in the automatic design of a two-stage operational amplifier in CMOS (Complementary Metal Oxide Semiconductor).
In this article, the sizing of the circuit elements, including the dimensions of the transistors and the capacitor, as
well as the bias current, have been considered. In reference [27], the authors have discussed the automatic sizing of
analogue circuits. The method used by the authors is based on reinforcement learning, which has a neural network
model that plays the role of supervisor in learning. In [10], Li et al. have discussed the automatic sizing of analogue
integrated circuits and presented a method based on an artificial neural network with a genetic algorithm searcher
to design and optimize these circuits. In reference [12], the authors have used reinforcement learning (RL) in Chip
Placement, which is a time-consuming task, and have tried to minimize power, performance and area by the proposed
method. This article claims to have accelerated the design time of several weeks which was required by experts
and they were able to complete this design process within 6 hours. In reference [26], RL has been used along with
other methods to predict and optimize clock tree synthesis and they state that their proposed method has brought
significant improvement in various cases including error. The topic discussed in reference [8] is logical synthesis. To
reduce the dependence on human intervention to optimize this field, the authors have benefited from reinforcement
learning, the proposed method of the article is to train the RL agent with the Actor-Critic method, and they have
announced that their proposed method improves the quality of the results by about 13% in the benchmarks. has
been investigated. Reference [13] has presented a method that encompasses the optimization of segment placement for
TensorFlow computational graphs. The presented method is based on reinforcement learning that the trained model
has learned to optimize the design time and surpass the experts in this field. Reference [11] has investigated the use of
automatic methods of choosing the most appropriate branching rule in each of the nodes of the search tree, which has
benefited from reinforcement learning. In this article, he discusses the maximization of the learning rate in the topic
of Satisfiability (SAT) solvers with the help of RL. Reference [6] discusses the logical optimization algorithm. In this
regard, the authors using Deep Reinforcement Learning (DRL) have created a mechanism for logical optimizations
that does not require the intervention of designers in the design process.

In reference [2], the authors have discussed the optimization of the placement of parameters in VLSI (Very Large
Scale Integration). Because this process is time-consuming due to the vastness of the design space, and also the
designers of this field have a lot of dependence on their artificial and meta-innovative methods. Therefore, by presenting
a self-learning method based on deep reinforcement learning, the authors reduced the design time and did not rely on
the human designer, and also improved the parameters of power, performance and area, and significantly reduced the
length of the wire.

Mr. Lederman and colleagues in reference [4] have studied an efficient heuristic system for automatic reasoning
algorithms for satisfiability problems (SAT), which is a learning system based on deep reinforcement learning. The
authors in this article believe that they have greatly reduced the overall execution time with the help of their proposed
method. In reference [24], the Deep Deterministic Policy Gradient (DDPG) method has been used to design integrated
circuits and it has been stated that the proposed method has provided better performance than the design of experts.
In reference [23], the authors have been able to perform the dimensional design of integrated circuit transistors well
by combining the methods of neural networks and reinforcement learning. In reference [19], they presented a method
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based on deep reinforcement learning, which was able to reach convergence in the design of the integrated circuit at
a high speed.

As it has been said before, analogue circuit design has many complexities and it means that the accuracy of the
design is of great importance, due to which the values of the elements in these designs are generally continuous, but
in many machine learning methods, the values They are discrete, which reduces accuracy. In the proposed method of
this work, which is based on deep reinforcement learning, special attention has been paid to the continuity of values
to increase design accuracy. In addition to this, another innovation that has been done in this work is a newer method
of deep reinforcement learning called Proximity Policy Optimization (PPO), which has higher convergence and speed
than previous methods.

2 Basic concepts

In the following, the basic concepts, problem design and proposed solution will be discussed.

2.1 Basic concepts

In this section, an overview of the basic and basic concepts of the problem such as reinforcement learning, deep
reinforcement learning and its types is discussed.

2.1.1 Reinforcement learning

In fact, RL is a type of learning that is the result of the interaction of the learning agent with the surrounding
environment in order to reach the goal over time, without telling the agent how to act in the chosen environment. And
only the learning agent receives a signal of punishment or reward for his action. In addition to the received numerical
signal may be the immediate effect of the performed action, the future received signals may also be affected by the
performed action of the verb [21].

Figure 1: Overview of reinforcement learning

One of the prominent features of RL is the lack of need for an environment model in this learning model. Because
the agent is directly interacting with the environment. This feature distinguishes this model from other learning
models. Because in some cases it is impossible or very expensive to achieve the model. Among all the mentioned
models, RL is the closest model to the human learning model and other organisms. In addition to its main elements
such as agent and environment, RL has other elements such as policy, reward signal, value function and environment
model. Reinforcement learning is a set of state, action and successive rewards [21]. The goal of the reinforcement
learning problem is to maximize the value function for all states of the system. In this direction, when we start taking
steps from state S under the π policy. We seek to maximize the total reward received under the series of actions taken
by the agent. Based on the π policy, the value of a state is expressed as equation (2.1):

V(s) = Eπ {Rt|St = S} = Eπ

{ ∞∑
k=0

γkrt+k+1|St = S

}
. (2.1)
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In the above relationship, r is the instant reward, γ is the forgetting rate, and E is the mathematical hope. Deep
learning is one of the approaches of artificial intelligence for machine learning, which enables the machine to extract
high-level complex concepts from simple and basic concepts and teach them by using a series of concepts [9]. Deep
learning has shown favorable results in displaying information hidden in high-dimensional data, which can be used in
different applications such as scientific, commercial and political (government) [25].

2.1.2 Deep reinforcement learning

Deep reinforcement learning is actually a combination or combination of deep neural networks (deep learning) and
reinforcement learning.

Figure 2: Overview of deep reinforcement learning

Neural networks are used to express the concepts of reinforcement learning. In this method, the state and action
space are continuous. Deep neural networks are mostly used to connect the space of actions, to obtain the value of
state and action, and to obtain the value of actions. Therefore, the greatest impact of neural networks will be on the
agent. In continuous reinforcement learning, states and actions are no longer discrete. This means that the selection
of status and action is not limited to the selection from the status and action table. And they can take a certain
amount within their acceptable suffering. However, in discrete learning, the number of states and actions is limited,
and increasing them will cause the learning to not be done properly and will suffer from a concept called the curse of
dimensions. Continuity of state and action space has two main advantages: increasing accuracy and speed to reach
the desired goal.

In this regard, various methods such as critic-actor method [20], Deep Q Network (DQN) [7], Double Deep Q
Network [21], DDPG [22], Double Delayed Deep Deterministic Policy Gradient [3], Soft Actor-Critic (SAC [5] is
presented).

Trust Region Policy Optimization (TRPO): This method is an algorithm of gradient descent policies of reinforce-
ment learning that does not need a model and is online with On-Policy. This method alternates between sampling data
obtained as a result of interaction with the environment. Updating policy parameters is done by solving a constrained
optimization problem. This method is one of the most robust methods in deterministic and dynamic environments,
but it has high computational complexity [17].

Approximate policy optimization (PPO): The PPO algorithm is a simplified version of the TRPO method, which,
like it, is based on gradient descent and does not require a model. This algorithm, like TRPO, alternately between
sampling the data obtained by interacting with the environment and The optimization of the limited substituted
objective function is done using stochastic gradient descent. This substituted objective function improves the stability
of training by limiting the size of the policy changes in each step. Unlike the TRPO method, this method has a lower
computational cost and also shows more resistance in non-dynamic environments with high uncertainty. The PPO
algorithm can have discrete and continuous states, and on the other hand, actions can be both discrete and continuous,
which makes the scope of this method wide [18].

2.2 Proposing the problem and proposed solution

Circuit simulation is slow, especially for complex circuits. This makes a random search or exhaustive search
impractical. To speed up the design process and reduce time to market, it is very important to identify time-consuming
methods and replace them with methods such as process automation. Machine learning can be a promising tool for
automating this process. However, the use of supervised learning in this field is faced with the problem of a lack
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of training data. Therefore, to solve the problem of learning with the supervisor, the use of reinforcement learning
is suggested because this method is learned through interaction, which effectively generates new circuit data and
optimizes circuits.

Due to the capabilities and capabilities of deep reinforcement learning, this method can be used in the design of a
wide range of analogue integrated circuits, especially

The high-frequency telecommunication complex shows good performance due to the high complexity of these
circuits. In the following, a low noise amplifier circuit is examined as an example.

Figure 4 shows the overview of the proposed method, at first, the initial states (basic parameters of the circuit
such as gain, etc.) are given as input to deep reinforcement learning networks. The final output of these networks or
actions, which are the circuit variables, is given as input to the circuit simulator, which is the Hspice software. After
the simulation, the simulation results are read by MATLAB software. From the performed call, parameters such as
the next stage of the circuit and reward are calculated. Then the weights of the mentioned networks are updated.
The update can be done in different ways depending on the conditions of the problem.

The following is the pseudo-code of the proposed method:

Pseudo code of PPO

� Initialize networks parameters (πs, bω).

� Loop : for k = 0, 1, 2, 3, · · ·, do

– Collect an episode s0, a0, r1, s1, · · · under πs.

– Calculate reward Rt.

– Calculate advantage estimate :

– At = Gt − bω(st), Gt =
∑T

k=t+1 γ
k−t−1Rk.

– Calculate objective function:

– LCLIP (θ) =.

– Eπ [min(r(θ)At, clip(r(θ), 1− t, 1 + t)At)].

– Lω = − 1
T

∑γ−1
t=0 (Gt − Vω(st))

2.

– Update networks using Adam method.

� End of Loop.

3 Simulation and results

For example, the design of the Low Noise Amplifier (LNA) circuit with the Cascode structure seen in Figure 3 is
addressed in 0.18 µ technology by deep reinforcement learning, while addressing the issue of optimization in important
parameters such as maximizing the amount of gain. (S 21), minimizing the input and output mismatch (S 22, S 11),
noise figure (NF), power consumption is taken into consideration.

In this design, the input parameters include the number of turns and the diameter of the inductors Ld, Lg, Ls,
the number of fingers of the transistors M1 and M2, which have the dimensions W/L = 8µ m/0.18 µ m, the values
of the gate bias voltage (Vb) of M2 and the input bias voltage (Vbias). As was said before, to solve problems using
reinforcement learning, it is necessary to clarify the key parameters of this method. Therefore, in the following, we will
deal with matching the problem of electronic circuit design with reinforcement learning and specifying the parameters
of this method. The mentioned environment in reinforcement learning, in this case, is the design space of electronic
circuits, which is simulated by H-Spice software. It is possible to consider the reinforcement learning modes as the
parameters of the circuit design objectives. Parameters such as S21 gain, input and output mismatch S11, S22, noise
figure, and chip power consumption, which are important parameters of the circuit, were taken into the attention of
the reinforcement learning agent or receiver.

The selectable actions or actions of the agent can be considered parameters (variables) that can be designed in
the circuit. Each circuit can have a different number of parameters in the design according to the number of its
elements. For example, as mentioned before, in the design of LNA in the Cascode structure, the number of turns and
the diameter of the coil of the inductors (Ld, Lg, Ls) and the number of circuit transistors (M1 and M2) as well as the
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Figure 3: LNA circuit with Cascode structure

gate bias voltage of the transistor M2 and input bias voltage (Vbias) were considered as changeable parameters or the
choice of action. One of the most important parameters mentioned in reinforcement learning is the reward signal or
punishment of the implemented action of the agent, and the correct selection of this vital element is very effective in
the manner and speed of learning as well as in reaching the agent’s goal. The choice of reward for each problem should
be done in such a way that it helps the agent to reach the goal of the problem. In the mentioned LNA example, the
goal is to maximize the gain, and minimize input and output mismatch, signal noise and chip area, the reward signal
should It should be chosen in a way that is a function of the mentioned parameters and balance them in the desired
direction of the problem. The reward function R(x) is defined by equation (3.1):

R(x) =


α ∗ |T1 (x) + T2 (x)| if high and low priorites satisfied

β ∗ T1 (x)− |T2 (x)| if only high priority satisfied

− |T1 (x)| other

(3.1)

In relation (3.1), the expression T1(x) is the sum of the adverbs with high priority and the expression T2(x) is the
sum of the adverbs with low priority, in this problem, the high priorities are attributed to S 12 and NF parameters
due to their great importance in the design and also α and β are coefficients with fixed values.

Figure 4: overview of the proposed method

The convergence diagram of the learner’s reward function can be seen in Figure 5.

A set of results obtained for circuit element values from the proposed method is shown in Table 1 at 5.7 GHz
frequency.

Applying the values of Table 1 to the circuit, the basic parameters of the circuit are as described in Table 2, which
are all in the optimal design conditions, which include S21 > 12db and NF < 3db at 5.7 GHz frequency.

The values in Table 2 indicate that the proposed method has provided a wide range of acceptable circuit design
values, which, as previously stated, in addition to meeting the design requirements, can satisfy the circuit performance
requirements in different applications. For example, for devices that can be implanted in the body, the values of row
7 of table 1 can be used. It has a low power consumption, which naturally has a lower percentage than row 2 of the
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Figure 5: convergence diagram of reward function

Table 1: results obtained from the proposed method

table. To check the correctness of the values obtained from the proposed method, the values in Table 3 as an example
have been further investigated in the design corners.

In Table 4, the effect of process-voltage-temperature design corners on the design of the circuit parameters at 5.7
GHz frequency has been investigated and it shows the correctness of the design done in the proposed method because
in all the corners the basic parameters of the circuit are in the acceptable range. are located

In the following, the effect of temperature in the design carried out by the proposed method under the typical-
typical process has been investigated. It can be seen in Figure 6 that at the frequency of 5.7 GHz in the temperature
range of -20 to 120 degrees Celsius, the changes of S21 are around 0.6 dB.

Figure 6: examining the effect of temperature on S21

It can be seen in Figure 7 that at the frequency of 5.7 GHz in the temperature range of -20 to 120 degrees Celsius,
the changes of S11 are about 1.3 dB. It can be seen in Figure 8 that at the frequency of 5.7 GHz in the temperature
range of -20 to 120 degrees Celsius, the changes of S22 are around 7 dB.

As can be seen in figure 9, at the frequency of 5.7 GHz in the temperature range of -20 to 120 degrees Celsius, the
NF changes are about 0.9 dB.

As seen in Figure 6 to Figure 9, the resistance of the design to temperature is evident in the temperature range of
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Table 2: basic circuit parameters corresponding to the obtained results

Table 3: sample result for checking the corners

Figure 7: examining the effect of temperature on S11

Figure 8: examining the effect of temperature on S22

−20◦C to 120◦C at the frequency of 5.7 GHz.

4 Conclusion

In this article, a method based on machine learning called deep reinforcement learning is presented for the design
of high-frequency RF circuits, which performs a wide and effective search within the limits of design with learning
capability, and one of the prominent advantages of this method is that it does not require data for Education pointed
out. In addition to this, another advantage that this method has is the consistency of the values of the basic elements
and parameters of the circuit. In this regard, at each stage, after the decision of the agent in choosing the values, the
circuit is simulated with Hspice and the results of the simulation are checked again by the learning agent until the
desired goal of the process continues. As is evident in the design results, the answers provided have a high variety,
each of which is optimal from different perspectives, which gives the designer many options. Also, from the training
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Table 4: checking the effect of the design corners on the basic parameters of the circuit

Figure 9: examining the effect of temperature on the noise figure

that the agent has learned It can be used in other designs.
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