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Abstract

The growing use of Internet technology and the attack on computer networks have made intrusion
detection systems an essential part of computer security. Conventional intrusion control methods
such as firewalls or access control systems are no longer alone able to withstand attacks. Therefore,
the need to detect new attacks and anomalies is inevitable. The dataset used in this paper is called
NSL-KDD which includes 5 classes: one of them is normal and the other four classes are attacks.
In the presented work, an ensemble classifier based on the mean probability of attacks is adopted.
The true detection rate of the proposed system is 99.89% which is more than other competing
methods. Moreover, the ensemble classifier achieved an F1-measure of 92.48%. To improve the F1
measure, we used a meta-classifier called meta-cost which incorporates a cost matrix to transform the
original classifier into a cost-sensitive classifier. By this idea, we achieved an F1-measure of 94.1%
which outperforms than non-cost sensitive ensemble classifier. These results show that the proposed
system can be used as a suitable defence tool to detect intrusion against cyber-attacks.
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1. Introduction

Intrusion detection system (IDS) is any software, hardware, or combination of both, which is
responsible for blocking attackers or hackers when they are trying to enter a computerized system or
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computer network [10]. These detection systems generally consist of 5 parts including information
gathering, system investigation, logging information, control and management, and data analysis
part [5, 6]. The main part of an IDS is data analysis that is divided into 3 phases: designing the
analysis engine, analysis, and modification [2].
Most of modern methods in IDS use machine learning techniques in analysis phase. the most
challenging issue for using such techniques is defining discriminative features and selecting the best
model (i.e. classifier). Chen et al. [3] adopted support vector machine (SVM) and Neural Network
(NN) to classify normal and attacks. The results showed that SVM outperforms than NN. In another
study [9], Sarasamma et al. demonstrated that different categories of features are effective for different
types of attack. Hence, they partitioned the KDD99 dataset into 3 categories. Afterwards, they
utilized a Self-Organizing Map (SOM) with 3 layers for classification. Muda et al. [7] combined Naive
Bayes and K−means to improve the detection rate of their proposed IDS. Based on the results, they
achieved a precision and recall of 99.6% and 99.8% on KDD99, respectively. In [1], 6 features were
selected among 41 features ofKDD99 dataset based on etropy of features. Based on the experiments,
they achieved an accuracy of 97.25%. Muniyandi et al. [8] cascaded K −means clustering and C4.5
decision tree classifier to improve the results. In their presented work, the entire dataset is clustered
into K partitions. Then, C4.5 desicion tree is trained on each cluster. In [11], Chi-squared method
has been combined with multi-class SVM for an IDS. Data in real world usually sufferes from noise,
and IDS works in such noisy environments. Therefore, noisy data degrades the performance of an
intrusion detection system. Hussain and Lalmuanawma [4] compare the performance of different
classifiers on a noisy dataset. The results demonstrated that a neural self-organizing map is more
robust against noise.
To the best of our knowledge, none of the state of the art methods did not design a cost sensitive
solution for intrusion detection. In the presented study, we incorporated the concept of cost matrix
into an ensemble classifier to achieve a cost sensitive accurate classifier. The rest of this paper is
organized as follow: section 2 describes the dataset and the details of the proposed method. The
experimental results are analyzed in section 3. Finally, section 4 concludes the paper.

2. Materials and Methods

The proposed method for intrusion detection consists of 6 main steps: dataset preparation, base
classifier selection, combining base classifiers, incorporating cost matrix, making the ensemble classi-
fier cost sensitive, and evaluation. The block diagram of the proposed method is illustrated in Figure
1. All the mentioned steps are described in details as follows:

Step 1 (dataset preparation):
We utilized a standard available dataset called NSL-KDD to train and test the proposed ensemble
classifier. The prepared samples of the dataset have been tagged by specialists. The NSL-KDD
dataset consists of 41 features and 5 classes (i.e. one normal class and 4 attacks including Dos, U2R,
R2L, and Prob). The details of NSL-KDD dataset such as the type of attack and the number of
samples for each class are summarized in Table 1.

Step 2 (base classifier selection):
Some well-known classifiers such as Random Commitee, PART, Random Subspace, Bagging, IBK,
Support Vector Machine (SVM), Multi-Layer Perceptron (MLP), Logit Boost, and AdaBoost are
selected for evaluation to determine the base classifiers. The classifiers with higher accuracy are
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Table 1: Details of NSL-KDD dataset

combined to construct the ensemble classifier.

Step 3 (combining base classifiers):
The Ensemble classifiers combine different individual classifiers called base classifiers. Each base
classifier is a single classifier which is trained on a training set. Then, the trained classifier with its
parameters and hyper-parameters are saved as a base classifier. To combine the outputs of the base
classifiers, the majority vote strategy has been used to construct the ensemble classifier. In fact,
Instead of constructing a single powerful classifier with many parameters, we combine simple base
classifier to achieve a powerful ensemble in which the performance of the ensemble is higher than the
performance of the base classifiers individually.

Step 4 (incorporating cost matrix):
The cost matrix is implemented using Cost-Sensitive-Classifier method on the most accurate evalu-
ated ensemble classifier. In the presented study, the cost matrix is considered for the attack classes.
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Table 2: Confusion Matrix

The normal class has no classification cost.

Step 5 (making the ensemble classifier cost sensitive):
To make the ensemble classifier cost sensitive, a new weighting strategy for cost matrix has been
proposed. In this way, the cost of each class depends on the number of misclassified samples for
the corresponding class. To this end, the maximum number of misclassified samples for each attack
is calculated and then it is analized separately to find a proper weight leading to a good performance.

Step 6 (evaluation):
To calculate the overall performance of the ensemble classifier, 10-fold cross validation is adopted.
Based on this strategy, the original dataset is randomly partitioned into 10 equal size subsamples.
Of the k subsamples, a single subsample is retained as the validation data for testing the model, and
the remaining 9 subsamples are used as training data. The cross-validation process is then repeated
10 times (the folds), with each of the 10 subsamples used exactly once as the validation data. The 10
results from the folds can then be averaged (or otherwise combined) to produce a single estimation.
The advantage of this method is that all observations are used for both training and validation, and
each observation is used for validation exactly once.

3. Results and discussion

As mentioned in the previous sections, an intrusion detection system can be regarded as a classi-
fier. Therefore, conventional classification performance measures such as accuracy, precision, recall,
and F1-measure are useful to evaluate such systems. These measures are calculated from a confusion
matrix (Figure 2) as bellow:

Accuracy =
a+ d

a+ b+ c+ d
(3.1)

Recall =
d

d+ c
(3.2)

Percision =
d

d+ b
(3.3)

F −measure =
2× Precision×Recall

Precision+Recall
(3.4)
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Figure 1: block diagram of the proposed method
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Table 3: Performance of the candidate classifiers on NSL-KDD dataset

To select proper base classifiers among well-known classifiers, 10-fold cross validation was applied
on the classifiers to measure their performance. The accuracy of these candidate classifiers is shown
in Table 3 and Figure 2. Among different classifiers, Random Committee achieved the best accuracy
of 99.88%. Based on the results in Figure 2, the first 5 classifiers including Random Commitee,
Random Subspace, PART, Bagging, and IBK are selected as the base classifiers to construct the
ensemble classifier.

After selection of base classifiers, the ensemble classifier is constructed. There are different strate-
gies such as average of probabilities, product of probabilities, maximum probability, minimum prob-
ability, and majority vote to fuse the outputs of the base classifiers. Table 4 summarizes the perfor-
mance of different fusion strategies. As shown in the table, Average probability outperforms than
other combining methods. After selecting the fusion strategy, cost sensitive measures such as pre-
cision, recall, and F-measure should be should be calculated for each attack, separately. Table 5
shows the cost sensitive measures for the proposed cost sensitive classifier for each class. Based on
the simulation, the proposed method achieved a performance near 100% for classification.

4. Conclusions

In this paper, an intrusion detection system is implemented based on the concept of classification
in machine learning. Since intrusion detection is naturally a cost sensitive problem, we incorporated
a cost matrix into the classification architecture. The elements of this matrix were tuned based on the
number of errors the related attacks. Moreover, to improve the generalizability of the classification
task, an ensemble classifier was trained instead of a single classifier. Based on 10-fold cross validation,
the proposed method achieved a F-measure of 99.9%.
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Figure 2: Accuracy of candidate classifiers

Table 4: Comparison of different fusion strategies

Table 5: Cost sensitive measures of the proposed ensemble classifier for each class
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