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#### Abstract

Motif discovery has emerged as one of the most useful techniques in processing time-series data. One of the implementations of motif discovery is in case study 1:1 mean motion resonance (MMR) in the astronomy field. This study aims to build a computational model and its implementation to process time-series data and predict 1:1 MMR from asteroid orbital elements in time-series form. This model proposes Symbolic Aggregate approximation (SAX) and Random Projection (RP) algorithms implemented in the Python programming language. Some experiments involving ten asteroids' orbital elements data have been carried out to validate the program. From the results obtained, we conclude that our computational model can predict the location of the motif and with which planet the motif is found for 1:1 resonance to occur.
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## 1. Introduction

In processing time-series data, the motif discovery method is beneficial in finding knowledge. These are some examples of time-series data motif discovery methods in recent times. Readers can find in the kinds of literature research conducted by Liu et al. [17] using the motif discovery algorithms with large amounts of data, the applications of matrix profiles by Pariwatthanasak \& Ratanamahatana [23], and implementing time-series motif discovery for uncomplete data in the work of Zhu et al. [34]. Many researchers have used motif discovery time-series in diverse domains of science such as health [1], biology [2], economics [22], entertainment [5], seismology [35], telemedicine [8], robotic [20], [11], and nature phenomena [3], [27].

This motif discovery method can be divided into 2 methods: exact and approximate methods [17]. Mueen and Keogh [21] were able to find motifs appropriately but were often inefficient when dealing with large datasets. However, the approximate method by Jessica [14] has higher efficiency but lower accuracy. Furthermore, additional tasks are needed to determine the form of the motif when the pattern is not known a priori. Motif detection problems that were previously unknown and occurred several times in time-series data are interesting to discuss and solve [15], [16].

An example of a problem for motif discovery by not knowing the motif to be sought is looking for 1:1 mean motion resonance (MMR) [7, 31, 25] on the dataset of asteroid's orbital elements. The data is in the form of time-series involving six important orbit parameters in the Keplerian component, namely $a$ (semimajor axis), $e$ (eccentricity), $i$ (inclination), $\Omega$ (longitude of ascending node), $\omega$ (argument of perihelion), and $M$ (mean anomaly) [26]. The MMR is a dynamical mechanism such that a celestial body (for example, an asteroid) has its orbital period commensurable with the orbital period of a particular planet. We can determine the MMR location from the sun as the parent body for both previously mentioned objects using the 3rd Kepler Law.

One indicator for the occurrence of a 1:1 MMR between an asteroid and a particular planet is that the value of its semimajor axis is equal to the planet's value. This can be seen visually from the asteroid's semimajor axis plot as a function of time in the asteroid's orbit evolutionary history. One popular tool to check the MMR state between asteroid and planet is the SwiftVis application developed by Lewis and Levison and can be accessed at https://www.cs.trinity.edu/~mlewis/SwiftVis/. Therefore, this research focuses on building computational models and implementing motif discovery algorithms that can provide motif found in the time-series data of asteroid orbital elements. There are three main stages in this study. Those stages consist of pre-processing data stage to clear data, the main stage using the Symbolic Aggregate approximation (SAX) algorithm [14] and Random Projection (RP) algorithm [4], and the last, post-processing data to figure the correct information.

## 2. Methodology

Figure 2 shows the computational model in this work, whereas an example of a motif to be found shown in Figure 1. The computational model consists of several stages. The first stage is that the system will receive asteroids' orbital elements as time-series input data. Before the processing and calculating started, we needed to clean the data to be processed. At this stage, the pre-process time-series data input will be carried out. This pre-processing stage is cleaning the raw data to be processed by the following process. Next, the data will be converted into a data frame in Python, perform column cleaning, and remove the rest of the useless data.

After the data is ready to use, the next step is the Normalization data stage. The time-series data is normalized by using $Z$ normalization so that all information is proportional to be processed. The reason for using this normalization is because time-series data tends to have data with a normal distribution. The formula of $Z$ normalization is shown in equation (1). The $Z$ is for normalized data,
the $x_{i}$ symbol represents each data point, the $x$ (with bar on top) symbol is the average value of time-series, and $S$ for the standard deviation. The normalization process begins with minimalizing each data with the average of all data, then divided by the standard deviation of time-series. The output of this process is a normalized time-series.

$$
\begin{equation*}
Z_{i}=\frac{x_{i}-\bar{x}}{S} \tag{1}
\end{equation*}
$$

This stage and the next are the discovery motif stage in the time-series. The pattern in time-series can be a motif if two or more subsequence $m$ have identical (or almost identic) lengths. The normalized time-series data will be converted into SAX to find the motifs, and the data produced in string form are processed by the motif discovery random projection algorithm. The SAX method allows time-series data to be converted into a string with the desired number of character or alphabets on strings. The alphabet size is an arbitrary integer a, where $a>2$. This discretization procedure is unique because it uses intermediate representations between raw time-series and symbolic strings. This algorithm consists of two steps: (i) time-series transformation into PAA representation to reduce dimension, and (ii) PAA conversion into a symbolic representation of time series in the form of a string. In this work, we do not use the time-series transformation stage because all data is needed to be processed. The process of SAX algorithm is defined in the pseudocode in Figure 4 and the example of the time-series discretization is illustrated in Figure 3. After using the SAX algorithm and getting the output string data, the next step is to find the previously unknown motif using the Random Projection (RP) Algorithm. This algorithm is based on the problems of Planted Motif Search (PMS) in the biology computational. PMS aims to find all the motifs appear in every DNA sequence [19].

Random Project is one of the algorithms used to find motifs in DNA sequences [24]. In this algorithm, pieces of input data in the form of sub-sequences (l-mers) will be projected according to random positions determined based on the value of k (k-mers) [4]. Random projections represent that mutation can occur anywhere, so random projections are done randomly [28, 9]. After that, post-processing will be done to process the results of random projection into information needed by the user. This post-processing includes combining motifs found in rows (1 gap for each location of the motif), counting the gap of motif, and filtering at any location with 1:1 MMR. The output is the location of the motif, the occurance time for the motif, and the distance for the motif is found.


Figure 1: Time-Series Containing 3 Sub-sequences that are Almost Identical


Figure 2: Research Computational Model


Figure 3: SAX Symbol with the Number of Symbol Divisions $(a)=4$. Time Series has been Changed to the Word "aabdddccbcbaaa"

```
input: data time series (series),
    number of letter on SAX (a)
output: String representing symbols on time series datasets
process:
/* create dictionary */
breakpoints ={
    2: [-infinite, 0.00],
    3: [-infinite, -0.4307273, 0.4307273],
    4: [-infinite, -0.6744898, 0, 0.6744898]
}
/* create array consisting of letters */
alphabet=[''a','b','c','d','e','f','g','h','i','j','k','1','m','n','o','p',
' q', 'r', 's','t']
result = **
fori=0: length(series) do
    num = series[i]
    if num >=0 then
        j=a-1
        while (j>0) and (breakpoints[j] >= num)) do
            j=j-1
            end while
            result.append(alphabet[j])
    else
            j=1
            while (j< a) and (breakpoints[j] <= num) do
                j=j+1
            end while
            result.append(alphabet[j])
    end if
end for
return result
```

Figure 4: Pseudocode SAX Algorithm

## 3. Experimental study

### 3.1. Problem statement

In celestial mechanics, periodic disturbances experienced by an object such as an asteroid approaching a planet can increase if the planet and asteroid share the same direction and motion. This periodic disturbance is a gravitational effect known as orbital resonance that determines the dynamical structure of the solar system. In the solar system, there are many orbits of celestial objects that have a commensurability of the frequencies of orbital revolution in the form of a simple integer ratio. Look at two arbitrary celestial objects that each have a mean motion of $n_{1}$ and $n_{2}$. The resonance conditions of the orbit (in this case, the mean motion resonance or MMR) are fulfilled when $n_{1} / n_{2}$ is close to a small ratio of integers, $(p+q) / p$, where $p \neq 0$ and $q \geq 0$ are integers. In a resonance state, the objects involved have periodic effects of gravity on one another, making the orbit stable or unstable. The location of the MMR condition can be calculated from the planet's and asteroid's orbital period ( $P$, which is equal $2 \pi / n$ ) information, that is directly related to the average distance (a) of the object from the sun, as written in equation (2).

$$
\begin{equation*}
\frac{n_{2}}{n_{1}}=\left(\frac{a_{1}}{a_{2}}\right)^{\frac{S}{2}} \tag{2}
\end{equation*}
$$

Orbit stabilization can occur when both objects in the MMR condition move synchronously, making them never close in their respective orbits. An example of this is the dwarf planet Pluto and planet Neptune, although it is evident that Pluto's orbit intersects Neptune's orbit. Pluto and Neptune are in a 2:3 resonance condition, which means that $3 x$ Neptune orbits the sun according to $2 x$ that Pluto does. In this condition, when Pluto reaches its closest point with the sun (perihelion) and in one of two nodal point orbit in orbit, Neptune is always far from Pluto's position. This resonance condition also guarantees that Pluto and Neptune will not collide even though their orbits intersect.

Meanwhile, resonance that results in orbital instability is characterized by the celestial object's lack of existence or emptiness at a certain distance from the sun due to repeated strong gravitational disturbances in that place. For examples of this case can be found in the asteroid belt, the area between the orbits of Mars and Jupiter which stretches from 2.1 astronomical units to 3.3 astronomical units ( 1 astronomical unit is defined as the average distance of the Earth from the Sun, which is equal to $1.496 \times 10^{8} \mathrm{~km}$ ), in the form of relatively empty areas of asteroids known as Kirkwood gaps as shown in Figure5. The gaps result from MMR conditions between planet Jupiter and asteroids in the asteroid belt region, namely $3: 1,5: 2,7: 3$, and $2: 1$ MMR. Even if the presence of an asteroid is found in locations that experience those MMR, the existence of objects in that place is only temporary. These objects will experience an increase in orbit eccentricity (e) due to gravitational interactions with Jupiter, making these asteroids' orbits more elongated. Significant changes in eccentricity make the asteroids approach inner planets (especially Mars), which by gravitational pull or collisions, takes off the asteroids from MMR zones generating the observed gaps.

A condition of 1:1 MMR can be experienced by a small body such as an asteroid with a particular planet. The asteroid can only be in an MMR $1: 1$ condition if $\left|a-a_{p}\right|<(\mu / 3)^{1 / 3} a_{p}$, where $\mu$ is the planet-sun mass ratio, and a and ap are the average distance of asteroid and planet from the sun, respectively. In case of the asteroid's eccentricity is very small, i.e. e $(\mu / 3)^{1 / 3}$, then the object can have an orbit very similar to that of the planet. This kind of asteroid remains orbiting the Sun as a central object, but in the same orbit as the planet. Asteroids in this condition are not disturbed by the planet because they occupy a special location called the Lagrange points (L4 (in front of the planet) and L5 (behind the planet)). This special locations mark where the gravitational pull of two


Figure 5: Kirkwood Gap in the Asteroid Belt that Marks the Location of the Orbit that is Unstable
large masses (the sun and planet) precisely equals the centripetal force required for a small object (asteroid) to move with them. Otherwise, if $e>(\mu / 3)^{1 / 3}$, the asteroids will have different orbits from the planet. In this work, the conditions of 1:1 MMR are studied irrespective of the magnitude of the eccentricity of the asteroids.

Detection of asteroids in a 1:1 MMR state with one of the terrestrial planets (Mercury to Mars) through numerical computing is interesting. These asteroids have an orbital period almost the same as the planet orbits the sun (also known as co-orbital asteroids). Employing the numerical method of the N-body problem in celestial mechanics, we can also predict the steady-state population of these objects.

### 3.2. Data collection

The data used in our research experiment shown in Table 1. Due to space limitations we only show the first 10 rows of ten asteroids from 1000 near-earth asteroids as our sample. The data was generated by numerical computation using full model of the solar system (the sun, 8 planets, and the moon as massive bodies) with the use of Swift-RMVS (Regularized Mixed-Variable Symplectic) integrator [12]. In this data each particle (or asteroid) is sampled every 1000 years. The number of columns in this data is 8 , i.e. ParticleID, $t, a, e, i, \Omega, \omega$, and $M$ (representing asteroid-id, time, semimajor axis, eccentricity, inclination, longitude of ascending node, argument of perihelion, and mean anomaly). The information used in our study is only the first 3 columns, namely ParticleID, $t$, and $a$, because we focus on finding the location of resonance and time duration for that event.

Table 1: Examples of data used in experiments

| ParticleID | $\mathrm{t}(1000 \mathrm{yr})$ | $\mathrm{a}(\mathrm{au})$ | e | i (radian) | $\Omega$ (radian) | $\omega$ (radian) | $M$ (radian) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 1.061678 | 0.051489 | 0.022113 | 4.421005 | 5.529237 | 2.02073 |
| 2 | 0 | 1.942493 | 0.555555 | 0.079524 | 4.411401 | 4.030324 | 3.01016 |
| 3 | 0 | 0.830664 | 0.388456 | 0.088272 | 2.900785 | 5.581375 | 4.84435 |
| 4 | 0 | 0.988711 | 0.013889 | 0.075412 | 4.614986 | 1.527315 | 3.08849 |
| 5 | 0 | 2.085440 | 0.606626 | 0.032093 | 4.734172 | 1.805200 | 0.44300 |
| 6 | 0 | 0.996808 | 0.012064 | 0.144113 | 0.434161 | 3.888507 | 3.87216 |
| 7 | 0 | 1.210198 | 0.177278 | 0.134907 | 2.571753 | 0.872216 | 5.25321 |
| 8 | 0 | 1.007883 | 0.139036 | 0.038552 | 3.671272 | 5.048894 | 5.85180 |
| 9 | 0 | 1.306163 | 0.246871 | 0.075872 | 5.275945 | 5.695753 | 0.27101 |
| 10 | 0 | 0.992638 | 0.083851 | 0.013485 | 1.455619 | 2.622877 | 4.49503 |

### 3.3. Experimental scenario

In this experiment, we performed a scenario on the first 10 particles in a dataset with time series lengths that were different for each particle. In this scenario, we use 5 input parameters to process data, i.e. sax_cut, l_find, mismatch, n_try, threshold, and 1:1 threshold. For the values and explanations for each parameter we use the following values: (a) sax_cuts $=20$. The sax_cut parameter functions as a parameter enter the number of alphabets used in the SAX algorithm. The sax_cut parameter is filled with number 20 because we take the most number of alphabets that can be specified in SAX; (b) l_find $=10$. The l_find parameter serves to determine the minimum length of the motif sought in the random projection algorithm. This parameter contains a value of 10 because we call a resonance in the asteroid orbital data if the particle (i.e. the asteroid) has a minimum length of 10,000 years or 10 units of time in the time series; (c) mismatch $=1$. The mismatch parameter to determine the minimum amount of mismatch that occurs in the motive in the random projection algorithm; (d) n_try $=1$. The parameter n_try is to determine the number of experiments or iterations that will be performed to run the random projection algorithm; (e) threshold $=2$. The threshold parameter to determine the minimum number of similar motives found so that the collection of motifs is called resonance by the user. We give a value of 2 because it takes the minimum amount on the bucket to be called a motive, and (f) threshold_planet $=0.05$. The last parameter is tolerance value for asteroid's semimajor axis to planet's semimajor axis as the maximum and minimum limits of resonance 1:1 to be recognized to occur.

## 4. Results and discussion

Based on the scenario designed in the previous section, Table 2 shows the experiment results with the scenario. There are 4 columns, namely ParticleID, Particle Length, Time, and Results. The ParticleID column is the processed asteroid. The Particle Length column is the particle's length of time series. Time column is the running time by the system from input data to output in seconds. The Results column is the result of the system output.

In the Results column, there is an output format from the results of the system processing. If the system cannot find a $1: 1$ resonance, the printed column results in "no resonance". If the system finds a motif of resonance 1:1 with a particular planet, then the Results column will be printed in the form: " $\mathrm{a}=\mathrm{x}, 1: 1$ planet's name, $\mathrm{a}-\mathrm{b}$ ". The first part is the distance from the sun where the resonance $1: 1$ occurs, the second part is the name of the planet in resonance with the asteroid, and
the last part is the time for resonance to occur and hence the duration for resonance in the unit of 1000 years.

Based on the experiments carried out, the system can recognize motif in input data and filter 1:1 resonance with the certain planet. The average execution time for ten asteroids is 23.605 seconds. Execution time is the time taken from starting to read input data up to produce output. This execution time is influenced by the data length of the asteroid being processed; the longer time-series data, the longer time is needed.

Table 2: Experimental results

| ParticleID | Particle Length | Time | Results |
| :---: | :---: | :---: | :---: |
| 1 | 181 | 19.735 | There is no resonance 1:1 |
| 2 | 505 | 22.616 | There is no resonance 1:1 |
| 3 | 624 | 23.883 | $\mathrm{a}=0.91,1: 1$ Moon, 63-73 |
|  |  |  | $\mathrm{a}=0.98,1: 1$ Earth, $69-125$ |
|  |  |  | $\mathrm{a}=1.52,1: 1$ Mars, $212-226$ |
|  |  |  | $\mathrm{a}=1.55,1: 1$ Mars, 219-228 |
|  |  |  | $\mathrm{a}=1.55,1: 1$ Mars, 231-240 |
|  |  |  | $\mathrm{a}=1.56,1: 1$ Mars, $220-229$ |
|  |  |  | $\mathrm{a}=1.56,1: 1$ Mars, $221-230$ |
|  |  |  | $\mathrm{a}=1.56,1: 1$ Mars, 233-242 |
| 4 | 305 | 21.393 | There is no resonance 1:1 |
| 5 | 378 | 21.191 | There is no resonance 1:1 |
| 6 | 360 | 22.228 | $\mathrm{a}=1.51,1: 1$ Mars, $71-82$ |
|  |  |  | $\mathrm{a}=1.54,1: 1$ Mars, 76-86 |
| 7 | 1140 | 26.231 | There is no resonance 1:1 |
| 8 | 499 | 21.693 | There is no resonance 1:1 |
| 9 | 908 | 24.759 | $\mathrm{a}=1.52,1: 1$ Mars, 35-45 |
|  |  |  | $\mathrm{a}=1.55,1: 1$ Mars, 38-58 |
| 10 | 2307 | 32.319 | There is no resonance 1:1 |

After we experimented, we made a comparison between the system we built and the SwiftVis application. SwiftVis is a data analysis and visualization package written in Java, capable of mean motion resonance searching. To get the output from the SwiftVis application, users must input data, add selection functions, choose the filter and general plot functions to obtain any particles in 1:1 resonance with a particular planet. Table 3 illustrates the comparison of the outputs from the experiments we did and the output from the SwiftVis application with the same threshold_planet parameter, which is 0.05 . In the column SwiftVis application output, if there are particles in a resonance state with a particular planet, the column delivers the information concerning the result. In the first part, there is a description of which planet the particle in $1: 1$ resonance. In the second part, the particle's time range (in 1000 years unit) experienced a 1: 1 resonance.

Based on Table 3, the system we built has an average accuracy of $88.3 \%$ of the ten particles. The minimum length of resonance requirement is based on input l_find in the scenario, i.e., 10. Accuracy is obtained from the similarity on the duration for 1:1 resonance to occur between our model and SwiftVis. To calculate the accuracy percentage, all the resonance time ranges of the experimental results that have intersection are combined first and then compared to match the results calculated by SwiftVis. For example, the particle with id 6 experienced two times 1:1 resonances with Mars in the time range 71-82 and 76-86. The two-time ranges have intersections from 76 to 82 , then they
will be combined into a new time span of 71-86. Hence the duration is compared to SwiftVis output which has the same time ranges. Then the accuracy obtained for this particle is $100 \%$.

There is tolerance in calculating accuracy. If the program produces an output whose results are not present in SwiftVis output, the results will be ignored and will not affect the accuracy percentage. For example, the particle with id 3 results in a 1:1 resonance with the moon, but at the SwiftVis output, the particle does not experience 1:1 resonance with the moon. Tolerance is also applied if the time span generated by the program exceeds the one generated by SwiftVis. At the experimental output, the particle with id 3 has a $1: 1$ resonance with the earth in the time range $69-125$. According to SwiftVis, this particle has a range of 94-122. Then the experimental output is considered suitable because it includes the results of SwiftVis output even though the time span exceeds the time range of SwiftVis.

Table 3: Results comparison

| Particle ID | System experimental results | SwiftVis application output | Accuracy |
| :---: | :---: | :---: | :---: |
| 1 | no 1:1 resonance | no 1:1 resonance | 100\% |
| 2 | no 1:1 resonance | no 1:1 resonance | 100\% |
| 3 | $\mathrm{a}=0.91,1: 1$ moon, 63-73 | 1:1 earth, 94-122 | 88\% |
|  | $\mathrm{a}=0.98,1: 1$ earth, 69-125 | 1:1 mars, 204-238 |  |
|  | $\mathrm{a}=1.52,1: 1 \mathrm{mars}, 212-226$ |  |  |
|  | $\mathrm{a}=1.55,1: 1 \mathrm{mars}, 219-228$ |  |  |
|  | $\mathrm{a}=1.55,1: 1 \mathrm{mars}, 231-240$ |  |  |
|  | $\mathrm{a}=1.56,1: 1$ mars, $220-229$ |  |  |
|  | $\mathrm{a}=1.56,1: 1 \mathrm{mars}, 232-241$ |  |  |
|  | $\mathrm{a}=1.56,1: 1 \mathrm{mars}, 221-230$ |  |  |
|  | $\mathrm{a}=1.56,1: 1 \mathrm{mars}, 233-242$ |  |  |
| 4 | no 1:1 resonance | no 1:1 resonance | 100\% |
| 5 | no 1:1 resonance | no 1:1 resonance | 100\% |
| 6 | $\mathrm{a}=1.51,1: 1$ mars, $71-82$ | 1:1 mars, 76-86 | 100\% |
|  | $\mathrm{a}=1.54,1: 1$ mars, $71-86$ |  |  |
| 7 | no 1:1 resonance | 1:1 mars, 211-234 | 0\% |
| 8 | no 1:1 resonance | no 1:1 resonance | 100\% |
| 9 | $\mathrm{a}=1.52,1: 1 \mathrm{mars}, 35-45$ | 1:1 mars, 34-57 | 95\% |
|  | $\mathrm{a}=1.55,1: 1$ mars, 38-58 |  |  |
| 10 | no 1:1 resonance | no 1:1 resonance | 100\% |

## 5. Conclusion

The main contribution of this research is (i) to provide computational models for the discovery of time series motifs in the case of mean motion resonance. This model contains several stages, such as pre-processing data models, Z normalization, SAX, random projection, and post-processing data; (ii) to conduct several experiments in the case of mean motion resonance. Based on the obtained results, we can state that the proposed model can be used to obtain motif of location, how many times motif occurs, and with which planet a $1: 1$ mean motion resonance exists.

In the future, we plan to improve the accuracy and speed of the system being built. Big data platforms [30, 18, 6] and Apache Spark [32, 33] also machine learning algorithms [10, 13, 29] can be applied to increase the speed of large-scale data processing.
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