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Abstract

A stroke occurs in the scenario wherein the blood supply to the brain is blocked, leading to a
lack of oxygen to the blood. There is a need for the early diagnosis of the stroke to handle the
emergency situations of stroke in an efficient manner. Integration of Artificial Intelligence (AI) in
the early diagnosis of stroke provides efficiency and flexibility. Artificial Intelligence (AI), which is a
mimic of human intelligence has a wide range of applications from small scale systems to high-end
enterprise systems. Artificial Intelligence has emerged as an efficient and accurate decision-making
system in healthcare systems. Machine Learning (ML) is a subset of Artificial Intelligence (AI).
The incorporation of machine learning techniques in stroke diagnosis systems provides faster and
precise decisions. The proposed system aims to develop an early diagnosis of stroke disorder using a
homogenous logistic regression ensemble classifier. Logistic regression is a linear algorithm that uses
maximum likelihood methodology for predictions and a standard machine learning model for two-
class problems. The prediction is improved by accumulating the predictions of two or more logistic
regression using a bagging ensemble classifier thereby increasing the accuracy of the stroke diagnosis
system. The accumulation of prediction of two or more same models is known as a homogenous
ensemble classifier. The results obtained show that the proposed homogenous logistic regression
ensemble model has higher accuracy than single logistic regression.
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1. Introduction

Stroke is a disorder which largely affects adults and elderly people thereby resulting in their social
and economic issues. The two main types of strokes are blocked artery and leaking o blood vessels.
The main reasons for stroke are heart disorder, glucose level changes, increase Body Mass Index
(BMI). Early diagnosis of stroke with integration of Artificial Intelligence (AI) can enhance decision
making and increase accuracy.
Artificial Intelligence is prevalent in all fields to provide higher accuracy and efficient systems. Arti-
ficial Intelligence is the technology which mimics the human intelligence. Healthcare systems started
integrating their systems with AI for faster and accurate decision making.
Machine Learning is the subfield of Artificial Intelligence (AI). Machine Learning consists of Unsu-
pervised Learning, Supervised Learning and Reinforcement Learning. There are single classifiers and
ensemble classifiers. The ensemble classifiers are of two types, they are homogenous classifier and
heterogenous classifier.

2. Related Work

Jaehak et al, [9] presents a stroke prediction system based on physiological signals or bio-signals
namely surface Electromyography (EMG) signals.
Kunder Akash Mahesh et al [? ] presents a stroke prediction system by incorporating machine
learning techniques to the retrieved dataset.
Revanth S et al, [7] provides stroke prediction using Machine Learning (ML) algorithms. The algo-
rithms namely Support Vector Machine (SVM), Multi- Layer Perceptron (MLP), Decision Tree and
Random Forest are used as models for stroke prediction.
JoonNyung Heo et al [3] presents machine learning technique namely deep neural network, random
forest and logistic regression model. The deep neural network helps in the long-term prediction of
ischemic stroke patients.
Maihul Rajora et al [6] provides a machine learning based approach for stroke prediction in dis-
tributed environment. The machine learning technique used are Näıve Bayes, Logistic Regression,
decision tree, Random Forest and Gradient Boosting.
M. S. Singh et al [8] presents a stroke prediction system based on Artificial Intelligence (AI) wherein
decision tree is used for feature selection, Principal Component Analysis (PCA) for dimensionality
reduction and neural network for classification.
Kuo-Liong Chien et al [2] constructs the prediction for stroke prediction in Chinese population using
Multi-variate Cox Model.
Leila Amini et al [1] presents the prediction and control stroke model using K-Nearest Neighbor
classifier (KNN) and C4.5 decision tree.
Min SN et al [4] develops a stroke pre-diagnosis based on logistic regression model focused on modi-
fiable risk factors.
Moons KGM et al [5] presents a multi-variable logistic regression model for prediction of stroke in
Europe based on cerebrovascular and cardiovascular correlation factors and Electro Cardio Gram
(ECG) signals.

3. Methodologies

Figure 1 presents the framework of the proposed system.
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Figure 1: Framework of Homogenous Logistic Regression Ensemble Model for Stroke Diagnosis

3.1. Dataset Description

The dataset has been retrieved from Kaggle repository. The dataset consists of 5110 rows and 11
columns (attributes). The attributes present in the dataset are id, gender, age, hypertension, heart
disease, marriage status, work type, residence type, average glucose level, Body Mass Index (BMI)
and the class label indicating the presence and absence of stroke.

3.2. Label Encoding

The categorical attributes are encoded into integers for making the data into acceptable format
for model training. The attributes gender and smoking-status is encoded.

� Gender Attribute: 0 for Male and 1 for Female

� Smoking-status:

– 0 for unknown,

– 1 for formerly smoked

– 2 for never smoked

– 3 for smokes

3.3. Splitting of Train and Test Set

The data is split into train and test set in the ratio 80:20 which means 80% of data is allocated
as train set and 20% of data is allocated as test set.

3.4. Homogenous Logistic Regression Model Training

Logistic regression uses logistic function or sigmoid function as the core method. The logistic
function is an S shaped curve graphically. The estimation of coefficients for logistic function is done
using maximum likelihood technique.
The train data is sampled into various samples and fed into 1 to N logistic regression models present
in the ensemble. The bagging classifier provides parameter for creation of homogenous logistic
regression model.
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� Initialization of Bagging Classifier Parameters

– n estimators is initialized to 200.
This parameter indicates the number of base estimators to be created. The base estimator
is logistic regression.

– oob score: This parameter is initialized to True which indicates that out of bag samples
to be used for sampling data.

– Random state: This parameter is set to 100 to control the resampling procedure of data
in training model.

� Initialization of Logistic Regression Parameters

– Penalty: This parameter is set to L2.
This parameter is used as regularization parameter.

– Solver: This parameter is set to Liblinear.
This is the solver used for fitting the model.

– Class weight: This parameter is set with the dictionary class 0: 0.10, class 1: 0.90.

3.4.1. Homogenous Logistic Regression Ensemble Classifier Testing

The Homogenous Logistic Regression Ensemble Classifier is tested with test data wherein each
logistic regression model in the ensemble provides predictions and the prediction are aggregated
using voting or averaging which pertains to the final prediction. The evaluation metrics used are
“Confusion Matrix” and “Accuracy”.

4. Results and Discussions

The implementation and comparison of single logistic regression model and proposed homoge-
nous logistic regression model is presented. The evaluation metrics used are confusion matrix and
accuracy.
The confusion matrix consists of True Positive (correctly predicted positive samples), False Positive
(wrongly predicted as positive), False Negative (wrongly predicted as negative), True Negative (cor-
rectly predicted negative samples).
Accuracy is evaluated using the formula: Addition of True Positive (TP) and True Negative (TN)
divided by total number of samples.

4.1. Insights from the results

� Figure 2,3 – presents the confusion matrix of single logistic regression and proposed homogenous
logistic regression ensemble model. From the confusion matrix, it is understood that True
Positive prediction has been improved in proposed system.

� Figure 4- presents the accuracy graph. The accuracy of proposed system is higher (91%) than
single logistic regression model (90%).
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Figure 2: Confusion Matrix of Single Logistic Regression

Figure 3: Confusion Matrix of Proposed Homogenous Logistic Regression Ensemble Classifier

Figure 4: Accuracy Graph (Comparison)
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5. Conclusion

Early diagnosis of stroke using machine learning technique is essential for quicker and precise
decision making. The proposed framework – Homogenous Logistic Regression Ensemble classifier
provides a robust model because it is ensembled with 1 to N logistic regression models and it forms
aggregation of predictions of all logistic regression model in the ensemble. This proposed framework
has the following advantages: reduced error in predictions, faster predictions and accurate predictions.
The proposed framework provides an accuracy of 91% and is higher than single logistic regression
model which provides and accuracy of 90%. The future work is to enhance the system to heterogenous
ensemble classifier and deep learning techniques with various modalities.
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