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Abstract

A deep learning powerful models of machine learning indicated better performance as precision and
speed for images classification. The purpose of this paper is the detection of patients suspected of
pneumonia and a novel coronavirus. Convolutional Neural Network (CNN) is utilized for features ex-
tract and it classifies, where CNN classify features into three classes are COVID-19, NORMAL, and
PNEUMONIA. In CNN updating weights by CNN backpropagation and SGDM optimization algo-
rithms in the training stage. The performance of CNN on the dataset is a combination between Chest
X-Ray dataset (1583-NORMAL images and 4272-PNEUMONIA images) and COVID-19 dataset
(126-images) for automatically anticipate whether a patient has COVID-19 or PNEUMONIA, where
accuracy 94.31% and F1-Score 88.48% in case 60% training, 20% testing, and 20% validation.
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1. Introduction

This section will coronavirus describe and deep learning convolution neural network describe. In
2019 detect novel COVID-19, where not found vaccine or any known effective treatment when the
epidemic spread. Human Coronaviruses spread all over the world [2, 13]. At the end of 2019, the novel
coronavirus disease occurred in the city of Wuhan, China [7]-[17]. On January 24, 2020, Huang et
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al. [20] summarized characteristics of 41 patients with COVID-19, were symptoms of this illness are
fever, cough, fatigue, myalgia, acute respiratory distress, and acute heart injury. Human-to-human
transmission of COVID-19 for the first time [21]. With the rapid development of computer technology,
digital image processing technology and widely applied in the medical field, content segmentation,
enhancement, and etc [9, 14]. Deep learning technologies, such as convolutional neural network
(CNN) with the strong ability of nonlinear modeling in medical image processing [10-22]. Chest X-
ray dataset have set chest X-ray images (infected PNEUMONIA or uninfected NORMAL). There are
disadvantage is X- ray examination demand a radiology expert and need huge time when individuals
are ill the world over. Therefore building automated system is required to provides medical experts
significant time.

Deep Convolutional Neural Network (DCNN) or symbolize (CNN) used in many domain such as
computer vision, image processing, network, recognition, classification, and etc. DCNN is simulates
brain in signals identifying and have many hidden layers with input and output layers, where it ability
on automatic features extract instead of manually extraction based on set of layers [11]. DCNN have
many layers: Convolutional (Con), pooling, Rectified Linear Unit (ReLU), and Fully Connected (FC)
layers [15]. Convolutional layer have many filters which include trained weights by backpropagation
model. The main role of Con layer is to find traits of image by convolved between filters and whole
image [8]. Pooling layer is compute maximum value of a local part (n*n) of convolutional feature, it
reduces size of feature [16]. ReLU is a non-linear operation, it select maximum value between zeros
and traits values. Fully Connected layer input of this layer are result of the pooling or Con layers.
Final, Softmax layer used to classify traits into N-Classes. The problem of this paper, there are many
people infected with (COVID-19, and PNEUMONIA) and need experienced doctors to detect and
diagnose their infection, it require time if large numbers of infected. So technology used to provide
support for the medical aspects that help in diagnosis. The aim of this paper determine patient if he
is normal or has the infected, where applied deep convolutional neural network. The remaining parts
of paper will organized as follows, section (2) explain methodology, section (3) explain performance
experiment, and section (4) show conclusion.

2. Methodology

This section introduces proposed model and flowchart for COVID-19, PNEUMONIA, and NOR-
MAL classification by using deep convolutional neural network.

2.1. Proposed CNN-COVID-19 model

It model automatically predict if patient has COVID-19 or PNEUMONIA, used X-ray dataset
to exam COVID-19, NORMAL and PNEUMONIA. The CNN training for automatically detect of
coronavirus samples and evaluate the results by run some measures. Input of CNN-COVID-19 model
is images of dataset, output is patient classification into COVID-19, PNEUMONIA, and NORMAL,
and structure of CNN-COVID-19 model have 26 layers as explain in Tab. 1 to classify and extracted
features from images automatically. There are many methods used to updating the weight used
backpropagation model [8] and SGDM models [12], where weight update with mini batch.
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Table 1: CNN-COVID-19 Model.
Layers indexes Layers Name Layers Type Stride Learnable

1 Image input 200x300x3 - -

2 ’conv1’
Convolution
201x301x8

1 2x2x3x8

3 ’batchnorm1’
Batch normalization

201x301x8
- 1x1x8

4 ’relu1’
ReLU

201x301x8
- -

5 ’poo1’
Max Pooling
100x150x8

2 -

6 ’ conv2’
Convolution
100x150x16

1 3x3x8x16

7 ’batchnorm2’
Batch normalization

100x150x16
- 1x1x16

8 ’ relu2’
ReLU.

100x150x16
- -

9 ’conv3’
Convolution
101x151x32

1 2x2x16x32

10 ’ batchnorm3’
Batch normalization

101x151x32
- 1x1x32

11 ’relu3’
ReLU

101x151x32
- -

12 ’pool2’
Max Pooling
50x75x32

2 -

13 ’conv4’
Convolution
50x75x64

1 3x3x32x64

14 ’ batchnorm4’
Batch normalization

50x75x64
- 1x1x64

15 ’relu4’
ReLU

50x75x64
- -

16 ’pool3’
Max Pooling
25x37x64

2 -

17 ’conv5’
Convolution
26x38x128

1 2x2x64x128

18 ’ batchnorm5’
Batch normalization

26x38x128
- 1x1x128

19 ’relu5’
ReLU

26x38x128
- -

20 ’pool4’
Max Pooling
13x19x128

2 -

21 ’conv6’
Convolution
13x19x256

1 3x3x128x256

22 ’ batchnorm6’
Batch normalization

13x19x256
- 1x1x256

23 ’relu6’
ReLU

13x19x256
- -

24 ’fc1’
Fully-Connected

1x1x3
- 3x63232

25 ’softmax’
Softmax
1x1x3

- -

26 ’classoutput’ Classification output - -
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2.2. Flowchart of proposed model

This section show flowchart of proposed model as follows:

Figure 1: CNN-COVID-19 Model.

3. Performance experiment

In this section explain dataset used and evaluation metrics as follows:

3.1. DATASET

It is combination between two dataset. First chest-X-ray images dataset which contains images
of NORMAL people and infected with PNEUMONIA. Second Chest X-Ray COVID-19 images. For-
mat images in the dataset are JPEG with different resolution pixels and different sizes. Used dataset
to classify the persons into three labels COVID-19, NORMAL and PNEUMONIA. The total num-
ber for each label not equal due to the images of coronavirus not available enough so the number
of COVID-19, NORMAL, and PNEUMONIA are 126, 1583, and 4272 respectively. Fig. 2 shown
COVID-19. Dataset publishing in the GitHub repo or Kaggle’s. Fig. 3 presents some COVID-19
and NORMAL images dataset.

Figure 2: COVID-19 Coronavirus.
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Figure 3: X-ray images on the left have COVID-19 samples (infected), whereas X-ray images on the right normal
samples (uninfected).

3.2. Evaluation metrics

The accuracy of a technique decides how correct values predicted. Precision decides what number
predictions correct. Recall is number of the correct outcomes found. F1-Score combination precision
and recall to compute balanced average result. Tab. 2 show evaluation metrics. The following
equations explain TP, TN, FP and FN are “True Positive”, “True Negative”, “False Positive”, and
“False Negative” respectively relies on a confusion Matrix [18, 3].

Accuracy =

∑n
j=1 TPj + TNj

Total
× 100% (3.1)

Recall = 1/n×
n∑

j=1

TPj

TPj + FNj

× 100% (3.2)

precision = 1/n×
n∑

j=1

TPj

TPj + FPj

× 100% (3.3)

F1 score = 2× Recall × Precision

Precision+Recall
× 100% (3.4)

Dataset will split images to 60% training, 20% validation, and 20% testing that mean 3590 of
training, 1195 of validation and 1196 images of testing. Backpropagation and SGDM algorithms
used to update weight in training stage of CNN, where Mini-Batch 50 and learning rate 10−5. The
errors of Softmax function calculate for all MiniBatch and update weight of backpropagation. Fig.
4 shows that CNN-COVID-19 model accuracy rate and loss rate.
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Table 2: Evaluation Metrics of CNN-COVID-19
Performance Matrix CNN-COVID-19

Accuracy 0.9431
Precision 0.8979
Recall 0.8720

F-Measure 0.8848

Figure 4: CNN-COVID-19 model of 60% training and 40% testing.

4. Conclusion

The deep learning models is effective for classification of patients. In this case study, presented
method to detect COVID-19, PNEUMONIA, and NORMAL automatically by deep learning tech-
nologies. Models mechanism can be classify with accuracy rate of 94.31 % in case 60% of tanning,
20% validation, and 20% testing. CNN-COVID-19 model evaluated with ten number epochs, where
learning process will stable in constant range. Result of this model could be a promising diagnostic
method for doctors.
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