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Abstract

Variable selection in Poisson regression with high dimensional data has been widely used in recent
years. we proposed in this paper using a penalty function that depends on a function named a penalty.
An Atan estimator was compared with Lasso and adaptive lasso. A simulation and application show
that an Atan estimator has the advantage in the estimation of coefficient and variables selection.
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1. Introduction

Poisson regression is one of the statistical models which has been widely used in recent years
and in different fields, such as medicine, engineering, and the social sciences [4]. Poisson regression
is an appropriate technique in analyzing count data and it studies the relationship between the
mean of count data and explanatory variables [8]. If there is a relation between the explanatory
variables this will lead to multicollinearity Increase in set of the explanatory variables will lead to
large variance with difficult interpretation [3]. The classical methods cannot deal with these problems
so we had to look for new methods that can deal with them The commonly used method of dealing
with dimensional and multicollinearity problems is a ridge regression that was proposed by [7].
Although ridge regression has certain properties, it cannot make variable selection. [12] proposed
Lasso regression that can perform estimation and variable selection. [6] mentioned that a good
penalty function gives an estimator that has three properties, including Unbiasedness, Sparsity and,
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Continuity. [10] introduced an algorithm for compute the estimators in generalized linear models.
[2] focused on the identification of outliers in the Poisson regression model. [3] did a modification
on adaptive Lasso to get an adjusted Lasso. [17] studied the performance of estimators for Poisson
regression models with highly correlated variables. [9] proposed using the elastic net method for
Poisson regression model in state estimation and variable selection. [15] proposed using LAD-Atan
estimator in the regression model with high dimensional data. [16] proposed using a new penalty
Atan for the quantile Regression with high dimensional data. [14] proposed robust LAD-Shrink set
estimator in regression model with high dimensional data. In this paper, we proposed using a new
a penalty functions in the Poisson regression with high dimensional data named Atan. This paper
is organized as follows. In the second part includes the maximum likelihood method for poisson
regression. The third part includes the regularized poisson regression with Lasso, Adaptive Lasso
estimators. The fourth part presents the Atan poisson regression with high dimensional data. The
fifth and sixth parts illustrate simulation results and application. Finally, the seventh part is devoted
to presenting research conclusions.

2. Maxumim Likelihood Method for Poisson Regression

Let yi represents a number of events according to the Poisson distribution with means µi where
the probability function is shown in the following formula:

f(yi|xi) =
µyi
i e

−µi

yi!
; yi = 0, 1, 2, ... (2.1)

Let µi = exp(x′
iβ) represents the conditional mean in Poisson regression method. Let y1, y2, ..., yn

are observations according to Poisson distribution with mean µi, then the likelihood function for
observations are shown in the following formula:

L(yi, µi) =
(
∏n

i=1 µ
yi
i )(e

−
∑n

i=1 µi)∏n
i=1 yi

(2.2)

when we taking log of the above equation, we get:

l(β) =
n∑

i=1

yi log(µi)−
n∑

i=1

µi − log

(
n∏

i=1

yi!

)
(2.3)

but µi = exp(x′
iβ) then

l(β) =
n∑

i=1

yix
′
iβ −

n∑
i=1

exp(x′
iβ)− log

{
n∏

i=1

yi!

}
(2.4)

By performing the partial differentiation of equation (2.4) with respect to β and using the weighted
iterative least squares algorithm, the maximum likelihood estimator for β is as follows [4]:

β̂ML = (X́ŴX)−1(X́Ŵ ẑ) (2.5)

Where the Ŵ represent a matrix diagonal with diag (µi) and ẑ is a vector equal to

ẑ = log(µı) +
yi − µ̂ı

µ̂ı
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3. Regularized Poisson Regression

The classical methods for estimating parameters of the Poisson regression model is not suitable
deal with high dimensional data. The appropriate method to deal with high dimensional data is
called the regularized method which has been widely used to overcome high dimensional problems in
the Poisson regression model and to improve the accuracy of prediction and we can get the estimator
by minimizing the following [3, 11].

β̂ = argmin
β

{−l(β) + Pλ(β)} (3.1)

Where Pλ(.) represents the penalty function, where there are many penalty functions used in
Poisson regression. One poplar penalty called Lasso was proposed by [12], the idea of Lasso put
restricted to coefficients is equal to the sum absolute of coefficients. The lasso estimator becomes one
of the estimators that is widely used in the analysis of regression models because it makes estimation
and selection of variable. The term of penalty for the lasso is as follows.

Pλ(|β|) =
p∑

j=1

|βj| (3.2)

Where λ is a penalty parameter, then lasso for poisson regression model

β̂Lasso = argmin
β

{
−l(β) + λ

p∑
j=1

|βj|

}
(3.3)

[18] proposed the unbiased penalty called Adaptive Lasso, that uses different weights for the
coefficients. The Adaptive Lasso leads to reduce bias in the process of selecting variables and thus
determines the appropriate model. The Adaptive Penalty Function LASSO came after [12] who
suggested a penalty function called LASSO, in which Zou proved that LASSO Penalty Function is
a biased function as a result of its dependence on a single weight for all coefficients. The Adaptive
LASSO penalty is shown in the following formula

Pλ(|β|) =
p∑

j=1

wj |βj| (3.4)

Where wj represents a vector with px1 and compute by the following formula.

wj = [abs (βj)]
γ (3.5)

And γ is positive constant equal and γ > 0
[3] used adaptive lasso for poisson regression model

β̂ALasso = argmin
β

{
−l(β) + λ

p∑
j=1

wj |βj|

}
(3.6)

4. Atan Poisson Regression Method

In this section, we proposed using Atan penalty in Poisson Regression to get estimation and
variable selection with the same time. Atan penalty has been proposed by [13] to include the
following formula:
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Pλ,α(|β|) = λ

(
α +

2

π

)
arctan

(
|β|
α

)
; α = 0.005 (4.1)

Then the estimator of Poisson Regression with using Atan penalty can be computed as follows :

β̂Atan = argmin
β

{−l(β) + λPλ,α(|β|)} (4.2)

5. Simulation

In order to compare the behavior of the regularized estimators of the poisson regression with
high-dimensional data, simulations were used by the Monte Carlo method. In simulation experi-
ments, the response variable is generated through a Poisson distribution with mean µi = exp(x′

iβ).
The explanatory variables are generated by x ∼ Np(0,

∑
), where

∑
ij = ρ|i−j|, where ρ = 0.5. The

simulation experiments were repeated 200 times. The sample sizes are 30, 60, and 100. The default
values for the parameters are as follows:
First experiment: β = (3, 1.5, 0, 0, 2, 0, ..., 0), p = 10.
Second experiment: β = (1.5, 0.5, 0, 1, 0, 0, 1.5, 0, 0, 0, 1, 0, ..., 0), p = 15.

In the simulation study, we relied on a mean square error (MSE) as criteria for comparison
among the estimators who also used two other two criteria for measuring variable selection: (FNR)
and (FPR) were proposed by [1].

Table 1: simulation results of the first experiment for all estimators

From Table 1 and 2, We note that the simulation results were as follows. For the first experiment
p = 10 and n = 50, 100, 150 respectively and the second experiment p = 15 and n = 50, 100, 150 re-
spectively, the Atan estimator has excellent performance in estimation and variable selection because
it has the lower values of MSE, FNR and FPR respectively. While the Adaptive Lasso estimator
came in the second rank in estimation and variable selection., le the Lasso estimator came in the last
rank in estimation and variable selection.

6. Application

In this section, we used real data to represent a study of prostate cancer for patients based on
a study in [5].The data set consist of eight predictors: (lcavol), (lweight), age, (lbph), (svi), (lcp),
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Table 2: simulation results of the second experiment for all estimators

(gleason) and (pgg 45), while the response variable is (lpsa) with 97 patients. The results of the
application section were displayed in the table 3.

Table 3: simulation results of the second experiment for all estimators

From Table 3 we note that the lasso estimator has 5 nonzero coefficients, MCP estimator has 4
nonzero coefficients, while Atan estimator has 3 nonzero coefficients,

That means Atan estimator is the best in estimation and variable selection.

7. Conclusion

A study of Atan was proposed by applying the regularized poisson regression. Atan, Lasso
and adaptive Lasso were compared based on the simulation and application. The results of the
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simulation and application the Atan estimator has excellent performance from Lasso and adaptive
Lasso estimators in estimation and variable selection.
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