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Abstract

Today, recognizing and retaining customers is one of the major challenges of customer-oriented organizations, especially
in the field of banking, which has attracted the attention of many researchers. With the increasing growth of customers
and the use of electronic devices that have led to the production of large volumes of data, customer behavior analysis
can be considered as a competitive factor for them. In this paper, considering the varied density and data growth
that leads to computational overhead, a combined approach is used of the RFM method, density-based clustering
algorithm and Map-Reduce(which is an efficient and low-cost framework for running synchronous algorithms) are
used. The results show that the proposed algorithm is more accurate than VDMR-DBSCAN. Also, the output of the
algorithm is in the form of 5 clusters, the results of which can help managers in identifying valuable customers, This
method leads to increased revenue and reduce unnecessary costs that occur due to lack of recognition and incorrect
segmentation of customers.
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1 Introduction

Today, recognizing and retaining customers is one of the major challenges of customer-oriented organizations,
especially in the field of banking, which has attracted the attention of many researchers. With the increasing growth
of customers and the use of electronic devices that have led to the production of large volumes of data, customer
behavior analysis can be considered as a competitive factor for them. By using Big data technology, banks will be
able to continuously use this information to monitor the transactional behaviors of their customers. Also, will be able
to provide them with more diverse services. Big data refers to a set of data and related operations that have a very
high volume and from a commercial point of view, refers to new methods of data utilization that by analyzing large
volumes of data, processing rapid changes in data production and movement, makes it cost-effective to identify and
segregation structured and unstructured data and to measure the accuracy of the data. Big Data came into being
when data sets became so large, bulky, and complex that traditional tools for processing them became inefficient.
Therefore, by collecting large amounts of data from various sources, they use Big data for business decisions and
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quick identification of behaviors, which is a good opportunity to use the banking network data and analyze customer
behavior from this sector. Some banking industry experts predict a sevenfold increase in the amount of data available
in the coming years, so mass data technology is a solution to exploit and use this amount of information. Big data
technology represents a new way for banks to interact and use their data. As a result, banks need to change their
patterns to design, develop, deploy and support big data solutions. A wave of technology has emerged in providing
the flexibility and scalability needed for these changes. New methods for storing data such as databases (NoSQL)
can be used in this case. Data distribution and computing software (such as Hadoop) has reached a level of maturity
that can deliver the expected performance of a modern platform, while this amount of data has never been used
before. Exactly when banks need to re-evaluate technologies, the methods of implementing and deploying big data
must also change. Agile development methodologies have been developed to enable rapid, repetitive, and incremental
deployment and deployment that can be used to rapidly access data in a way that is properly measured understood
and analyzed. Today, the components of a comprehensive big data framework are available and ready to use, and
it seems that the time has come for banks to enter this technology. Analyzing data and the Internet has made it
much easier now to monitor and evaluate the progress of banks than in the past, which is made possible by access to
a wealth of personal information from customers; But now, with big data technology, banks will be able to use this
information continuously to monitor their customers’ transactional behaviors at the time of occurrence (and almost
immediately), and this will help banks to provide better services and resources. These real-time services increase
their overall profitability. As the number of bank customers increases, so does the need to provide services that are
affected by their requests and needs. However, the responsibility to protect the funds and personal information of
customers is one of the most important issues for banks. Some of the most important applications of big data in
the banking industry are: change in service level, fraud detection and prevention, development of advanced reporting
based on analysis, customer segmentation, marketing and customer relationship management, anti-money laundering,
product personalization To the customer is risk management, inspection and monitoring. Data mining is the process
of discovering patterns and processes that are regular and hidden in large, distributed data. Different data mining
methods are used depending on what kind of knowledge is considered in the data mining process. Clustering is a data
mining technique that uses an unsupervised learning approach to find distributions and patterns of unlabeled data
sets. The purpose of clustering is to maximize similarities within groups and minimize similarities between groups by
dividing the data points into a number of nodes in which the members within the group have the most similarity and
the two groups are completely separate. Customer clustering is the process of identifying customers who have specific
characteristics and consumption habits in the public market. Clustering divides customers into homogeneous clusters
that have similar needs and characteristics of customers within each cluster. Therefore, by recognizing customers,
personalized products and services can be provided according to their needs. Today, one of the most common models
for segmenting and identifying customers based on value is the RFM model proposed by Hughes in 1994, which is based
on three variables: Recency, Frequency and Monetary value in extracting the behavioral characteristics of customers.
Is used and affects the probability of future purchases of customers [8]. By Using the RFM model, marketing managers
can effectively target valuable customers and then develop marketing strategies based on their values [20]. Various
types of clustering methods such as hierarchical clustering, network clustering, ..., and density-based clustering have
been proposed by researchers. This article focuses on the density-based clustering method. In this method, which was
proposed by Martin et al. In 1996, the definition of a cluster based on two parameters is the minimum number of points
and radius that clusters are defined as dense areas of the data set. Objects in low-density areas separate the clusters
from each other, which can be noise or border points. This method connects points that are within a certain range (in
a neighbourhood radius). The advantage of this method over other clustering methods such as K-means is that it is not
sensitive to the shape of the data and can also detect irregular shapes in the data [27, 26]. With the rapid growth and
development of information technology, data is generated at high production rates in various fields such as business,
email, disease, etc. This data is provided to users in structured, semi-structured, and non-structured forms. New
technologies are needed to store and extract useful information from this volume of data called Big data. Although
various algorithms have been proposed in this regard, each has looked at the problem from one aspect. Considering
the inefficiency and inefficiency of existing algorithms due to running on one machine and other challenges associated
with Big data, In this article, we have tried to look at the problem from several dimensions and offer a solution.1-
First, due to the distribution of data in various databases, it is necessary to design a data warehouse, which traditional
data warehouses do not meet this volume of data, and the Hadoop-based database, which is Hive, has been used.2-
After preparing the data, RFM model variables have been extracted. 3-The issue is the correct data partitioning that
the PRBP algorithm has been used [10]. 4- The DBSCAN density-based clustering algorithm is inefficient in many
cases because our goal is to provide a variable density algorithm. For this purpose, the local density of each point has
been used to separate clusters of different densities. 5- To solve the problem of a machine not responding to a large
amount of data, Map-Reduce has been used to process data in several machines. The rest of the article is organized
into several sections: In the second section, the literature and research background are discussed. The methodology is
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introduced in the third part and the fourth part evaluates the performance of the proposed algorithm and compares
it with another algorithm and the final part is the conclusion.

2 Research Background

Today, almost everything is done electronically. People exchange information through the Internet, buy, and sell
through the Internet. E-commerce vendors use the Internet to market goods and services, improve revenue and brand
awareness. The provision of electronic services in the banking sector has created the need for continuous identification
of consumers and analysis of their behavior. Analyzing customer behavior in the banking sector is quite complex
because the databases are multidimensional and consist of monthly and daily transaction records of a large number
of customers [18]. With the advent of big data analysis, there will be more informed and data-driven strategies for
identifying and communicating with customers. Therefore, those e-service providers can obtain and analyze massive
data from the exchange of electronic information, to gain a better understanding of consumer behavior. By identifying
customer value based on information about the use of electronic services over a period, banks are developing different
marketing strategies to retain the most valuable customers.

3 RFM Model

Recency, Frequency, and Monetary Value (RFM) is an effective customer segmentation model that distinguishes
important customers from large volumes of data. It is also a behavioral analysis that can be used for market segmen-
tation [11, 29]. Hughes describes that the main asset of the RFM method is, on the one hand, to obtain customer
behavioral analysis in order to group them into homogeneous clusters, and, on the other hand, to develop a marketing
plan tailored to each specific segment of the market. RFM analysis improves market segmentation by examining time
(R), frequency (F), and money spent (M value) on a particular product or service, Young says Customers who have
recently bought over and over again and spent the most money are likely to react to future promotions [36]. Once
customers’ RFM model scores are determined, customers can be grouped into segments and then their profitability
analyzed. To know the RFM value of the customer [12] using the RFM value, the symbol ” ↑ ” is a value above
average and the symbol ” ↓ ” is a value below average. This means that more value is better for the company and
the lower value is not good for the company. But for R, the symbol” ↓ ” means below average and for the company is
optimal, and the symbol ” ↑ ” means above average and its value is not good for the company. The cluster belonging
to the symbol R ” ↓ ” F ” ↑ ” M ” ↑ ” is named with the loyal customer, the symbol R ” ↑ ” F ” ↓ ” M ” ↓ ” is named
as the lost customer, the symbol R ” ↓ ” F ” ↓ ” M ” ↓ ” to the new customer and the symbol R ” ↓ ” F ” ↑ ” M ” ↓ ”
It is named after the future customer.

4 Big Data

The term Big data refers to datasets that other traditional database management systems no longer respond to
this amount of data. Bulk data is datasets that are larger than the capabilities of software tools and storage systems.
Which are defined by three characteristics of high volume, high variety, and high production speed, but the value
characteristic is also sometimes mentioned [21]. IBM definition of Big Data: This definition includes four features
for big data, three of which are taken from the 3V definition of Gartner Institute and IBM itself adds the fourth
dimension. This added dimension is called correctness. Sometimes the opposite is used, is uncertainty. These four
dimensions together describe IBM’s 4V model.

5 Apache Hadoop

Apache Hadoop is a Java-based open-source software framework meant for distributed processing of very large
datasets across thousands of distributed nodes. A Hadoop cluster divides data into small parts and distributes them
across the nodes. Doug Cutting and Mike Cafarella created the Hadoop framework in [4]. Apache Hadoop is developed
to scale up from the single server to in cluster of multiple machines, each of these offering its own (local) computation
and storage capabilities [3]. Structurally, Hadoop is a software infrastructure for the parallel processing of big data
sets in large clusters of computers. The inherent property of Hadoop is the partitioning and parallel processing of
mass data sets. Hadoop is based on Map-Reduce programming which is suitable for any kind of data.



176 Heidari, Radfar, Aborzi, Afshar Kazemi, Rajabzadeh Ghatari

6 Map-Reduce

Map-Reduce is a framework for implementing distributed and parallel algorithms in datasets [17]. This framework
was introduced by Google in 2004 to support distributed processes on a distributed datasheet across clusters of
computers. The model follows the rule of split and overcome. Thus, dividing the input data sets into separate pieces
that are processed in parallel to the mapping phase. Then the sorting operations of the mapping outputs are performed
by the framework and used as inputs for the reduction phase. These operations are carried out in three phases: the
mapping phase, the sorting phase, and the reduction phase [15]. The main idea of Map-Reduce is to divide the data
into fixed-size chunks which are processed in parallel which take advantage of that. Also, it is designed to avoid
computer node failure issues (fault tolerance) [24, 14].

7 DBSCAN

The density-based method in clustering is one of the most popular clustering methods in which data in the data
set is split based on density, and high-density points are separated from the low-density points based on the threshold.
The density-based method is the basis of density-based clustering algorithms [13]. The advantage of this method over
other clustering methods such as K-Means is that it is not sensitive to the shape of the data and can also detect
irregular shapes in the data. In contrast to its advantages, this algorithm does not support a variety of densities.
Other algorithms are presented to improve this imperfection.

8 Experimental background

In recent years, the integration of the RFM method and data mining analysis techniques has been proposed for
various areas such as customer identification and customer profitability analysis. Tavakoli and his colleagues in an
article entitled Customer Segmentation and Strategy Development Based on User Behavior Analysis, RFM Model and
Data Mining, addressed the challenge of not paying attention to customer behavior in the RFM model and changing
it. They presented the R + FM model and segmented their statistical population based on the k-means model and
compared the output with the RFM model running on the same data. They developed strategies for each sector and
were able to increase the number of purchases and their financial value in the shopping cart [34]. Hussein used the
DBSCAN and K-means algorithms for clustering, and the results of implementing these two algorithms show that each
of them can be used to split the customer. Unlike K-means DBSCAN is not bound to data form. They showed that the
DBSCAN algorithm is more suitable for clustering [19]. Sohrabi et al. in [32] using the RFM model and its combination
with the value of customer life and finally its use in the banking industry categorized and ranked customers in 8 sections.
After categorizing and determining the rank of each of the categories, they stated the appropriate strategies that the
bank should use in dealing with each of the categories [32]. By using the RFM model and neural network, Afsar et al.
categorized and ranked the bank’s credit customers and divided the customers into 10 clusters, and granted facilities
to the customers based on the points of each section [1]. Sohrabi et al. in [31], an article aimed at assisting marketing
and sales managers in the pharmaceutical industry, by identifying and analyzing different segments of customers
and providing proposals tailored to each segment, to maintain and increase their purchases using data mining, have
suggested. They clustered and analyzed the pharmacy based on the variables of Recency, Frequency, monetary value,
and purchase time in the RFML model. As a result of this segmentation, three categories of pharmacies named: low-
cost and low-profit pharmacies, with average and loyal and profitable purchases and profits in terms of sales process
were identified and based on this segmentation, related analyzes It is provided [31]. Maleki et al. In 2016 to segment,
the customers of the Qom Telecommunication Internet sector, after determining the values of RFM model indices,
determined the weight of each index based on the hierarchical analysis process and then divided the customers into two
clusters. . The results provide the basis for analyzing customer characteristics and their prioritization [25]. Gharib
et al. [16] proposed a hybrid data-mining model using association rules and clustering. They identified customer
behavior patterns and based on them, they placed customers in 4 behavioral groups. These results can help senior
managers to adopt appropriate strategies to improve behavioral patterns [16]. In [23], Khodabandehloo and Rahman
also introduced a combination of data mining approaches to customer segmentation in order to achieve the desired
segmentation results. According to their proposed method, customers were classified into four groups, and to better
understand customers, each section was classified into ascending and descending sections [23]. Yousefizad and Sorayai
[37], in a study based on the RFM model clustered customers and the results showed that the K-means method is a
better method for customer clustering. After clustering and forming a customer pyramid, they were placed in 5 groups
and introduced services and facilities suitable for each group [37]. In another study, Baradaran and Farokhi introduced
the developed RFMC model, and the results of this study show that the accuracy of the model proposed by them is
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higher than %5.5 the RFM model. In addition to analyzing the customer behavior of each cluster, a model based on
the forward neural network has been developed to predict the number of customer clusters based on their behavioral
and demographic characteristics [6]. In 2020, Digiuristik et al. presented a combined approach of the RFM method,
the K-means clustering algorithm, and the SVM. They concluded that the proposed algorithm to identify valuable
customers is very effective that can lead to increased revenue in the organization [22]. In [5], Ballstar et al. presented
a segmentation of customers on the cashback website. The segmentation is based on the activity and business role of
the customers in the social network of the site. This study shows how the role of the customer in the cashback website
social network determines the customer behavior and activity on the website. . The proposed segment describes the
customer in terms of profitability and age. These findings explain customer behavior in e-commerce and the value of
using personal retention strategies for each cluster rather than general or customer purchasing strategies. This article
describes how customers move between clusters and allows professionals to increase customer loyalty and long-term
profitability [5]. Namvar et al. in [28] introduced a new method of customer segmentation that includes clustering
in two phases. They showed that combining demographic information and two-stage clustering leads to relatively
better clustering [28]. In [2], Aghlis et al. used RFM to analyze the customer database of Greek banks and, using
the concept of customer value pyramid, categorized customers into five categories of customers based on K-means and
two-step clustering algorithms. Top, main customers, regular customers, retail customers, and inactive customers and
evaluated customer profitability in increasing banking services [9].

9 Methodology

Due to the nature of the research, the research method used is based on design science. The emphasis of design
science is based on the design of new styles and the transformation of existing styles. In this model, all designs begin
with the knowledge of a problem. On the other hand, design science research, sometimes known as ”improvement
research,” focuses on problem solving or improving the nature or performance of an activity. According to the general
design cycle model, the suggestions that are offered to create a solution are derived from existing knowledge or theories
of the problem area, and then an attempt to implement a structure according to the proposed solution has been done.
In the following, according to the implicit or explicit functional characteristics of the solution created, the partial or
completely successful implementation of that proposal will be evaluated. In this cycle, the development and evaluation
of proposals are often repeated. The last part of this model is the conclusion that represents the endpoint of a unique
and special design project [30]. Design science research should produce appropriate products in the form of a structure,
a model, a method, or a sample. The output of our design science research is in the form of a new algorithm for
density-based clustering using mapping-reduction in cloud data warehouses. In the present study, while introducing
customer performance variables from the perspective of bank managers, an algorithm for clustering customers of
the bank’s electronic services has been proposed so that they can be clustered based on customer value and provide
facilities appropriate to each cluster. In order to evaluate the proposed algorithm, one of the country’s banks that
provides modern banking services has selected. Customer transaction data has collected whether through mobile
banking, ATMs, or system software. So that all the data done through credit card transactions were examined. The
services provided in this bank include balance announcement, balance transfer, withdrawal of funds, reports related to
checks, payment of facilities, etc. All services have been provided through mobile phones, websites, ATMs, etc. Done.
The main data set used for this purpose has been obtained from the bank and the performance data period is related
to transactions made using the bank’s credit cards for the last quarter of 2020. This dataset contains 1352406 credit
card users whose user identity is completely confidential and will not be disclosed. The resulting database contains
information about the bank’s customers, gender, place of residence (region), age, average monthly income, as well
as data related to transactions such as the date and value of transactions, based on which the RFM attributes are
calculated. The RFM model is one of the most popular models in calculating customer value and clustering based on
it. The strength of this model is that it extracts customer characteristics with fewer criteria using clustering. The
purpose of this study is to provide a method for customer clustering to identify customers with a focus on customer
value, which is based on the improved RFM and DBSCAN model. According to the proposed algorithm presented in 3
layers, in the first layer, data are collected from different sources and placed in the data warehouse. At this stage, the
data is also cleared, which means that incomplete and poor quality data is removed or replaced because each record
must contain content for all three variables. The challenge in this article is to query and analyze big datasets for which
SQL is not suitable. Hive can be a good alternative to SQL. Apache Hadoop is an open-source data warehouse used
to query and analyze massive datasets - structured and semi-structured data - in distributed environments. Apache
Hive, located at the top of Hadoop, is used to receive and convert various types of data. In this optimization, using
hive, we have converted and loaded the data warehouse into a star schema. At this point, the existing records for
each client must be converted to a format that can be used in the RFM model. Therefore, the research variables
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were extracted based on the RFM model, in which three indicators include the Recency (R) of the time interval from
the last customer interaction with the bank, the number of times (F) includes the number of times the customer’s
financial interaction with the bank during a certain period. In addition, financial value (M) is the amount of money
that a customer has spent over a period to complete a transaction, expressed as the amount of balance a person has
at the time of account turnover. Because the collected data for the model indicators are not of the same type and
scale, the data should be normalized. To normalize the data, we use Formula 1, so that x is the original value, xmax

is the maximum value, xmin is the minimum value, and x ’ is the normalized value.

1. x
′
= x−xmin

xmax−xmin

In the second layer, the clustering process is performed on each node independently. Each mapper reads the data
as a (key, value), which key=null and value=partition. Sooner than starting the clustering process, as regards the
prime purpose of this research, is to create an appropriate algorithm for clustering varied density data, local density
for point x is calculated according to the following functions (Eqs. 2,3), which is better than counting the points in
the neighbourhood radius (EPS).

2. d (x,y)= 2
√∑n

i=1 (xi− yi)

3. Local-density=
∑K

i=1 d(x?xi)

The important point to note in the calculation of local density is the exact determination of the parameter K,
which has been selected in several test steps for a suitable amount of K. Local densities (LDi) obtained are arranged
in the local-density list in ascending order using merge sorting algorithm. The points belonging to the same cluster
have close values of LDi, which can be calculated for the adjacent points of pi and pj in the local density list; Eq.4
calculate the density difference between the two points.

4. LDV ar(pi,pj) =
(LDpj

−LDpi
)

(LDpi
)

After calculating the density difference, we set LDVarlist to determine the points that are located on the same
level as the cluster. The values in LDVarlist which are greater than a threshold λ (calculated by Eq. 5 are separated
out and put into separate LDlevel (density level set).

5. λ = Ex(LDV arlist) + w.SD(LDV arlist)

Ex: mathematical expectation;
SD: standard deviation;
W: tuning coefficient (for multi-density datasets w=2.5 is a suitable value [35] .
By specifying the set of density levels, levels that have the same density and the density difference between the two
levels is less than 0.2 (Eq. 6) are merged [35]. In this step, the value of ε is calculated for each level (Eq. 7) and
stored in the Eps List.

6. DenGrade(DLSi, DLSj) =
mean local density(DLSj

mean local density(DLSi
− 1

7. εi = max local density(DLSi)
√

median local density(DLSi

mean local density(DLSi

By calculating LDlevel list values, noise and boundary points should be wiped out of the list; the EPS values
for each level is set, assuming that each object must know its own EPS radius. The largest EPS in each level is
considered as Max-EPS and stored in EPSList. By specifying the minpts=k and EPSi parameters, we call the
DBSCAN algorithm for each level. The KD-tree spatial index will be used to obtain optimal query data in the dataset
before the start of the algorithm. Eventually, last clusters of varied density are procured and remained points are
determined as noise points. The clustering outcomes after implementing the DBSCAN algorithm are divided into
three groups of boundary regions ,local regions and unvisited points. Before sending the output of map phase to the
reduces phase, the operation of the combination in each mapping takes place separately to merge between the chunks
of a mapper, and in the shuffle phase, a combination of the mappers is done. The clustering outcomes of the local
region and unvisited points are stored in the local disk and boundary region are sent to the reduce phase.

Local region: Output (qt index, partitionindex+ qt cluster id).

Unvisited points: Output (qt index, partitionindex+ qt.Eps− value).

Boundary region: Output (qt index, partition index+ qtcluster id+ qt.iscorepoint+ qt.Eps− value+ density).
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The reduce phase, receives the pairs of clusters from adjacent partitioning and Identifies data points with the same
qt index of adjacent partitions that have the ability to merge in the merge phase. The output of this phase is a list of
clusters that can integrate with each other. Points with the same qt index are executed at the same reducer. In fact,
this phase decides if the two clusters that share the boundary points merged or not. Two clusters are merged; the
boundary point is the core point in one of the clusters, second provided that Eps values difference is equal to or less
than θ. In this way, we prevent the integration of clusters by different densities. The value of θ is not fixed, depending
upon the quality of clusters. If the clusters are near each other and not suitable for merging, the boundary point
which is part of both the clusters should be assigned to one of the clusters. The point is earmarked to the cluster with
the least difference of Eps value and kdist values. In the reducing phase, the output of the mapping phase, which is
a list of merging clusters, are merged together. The output of this phase is a list of clusters that could be merged
together. In the last layer, the clusters are merged, after which; the clusters are sorted in descending order, relabelled
by the first cluster in the sorted list and the clusters in the local disk are relabelled. The remaining points are not
marked as noise; they are rather marked as unvisited points. In this study, first, all datasets are called and tables are
stored in Hive as a star schema. Then, based on the purpose of the research, the required variables are extracted and
converted, and stored in HDFS. In this research, based on the RFM model, customer clustering is performed using the
proposed algorithm. For clustering analysis based on the RFM model, the initial data set needs pre-processing. First,
the appropriate variables are selected from all the variables. . For recency, the ”Transaction Date” and ”Customer
Number” attributes are used to specify the duration (day) of the customer who recently made the transaction. For
frequency, the ”Customer Number”, ”Transaction Date” and ”Operation Code” attributes are used to determine the
repetition of a customer’s purchase over a specified period. For monetary, the feature ”Customer number”, ”Account
balance” is used to determine the total amount traded (account entry and exit) by a customer. After specifying the
variables, the data was cleared, so the data Missing values are identified and replaced with the average value of the
data. Due to the differences in the index units of the RFM model, these values must be normalized based on the same
unit. For this purpose, the data were normalized by the max-min method. The higher the value of the two indicators
M and F, the more favorable the customer situation, and conversely, the lower the value of the R index, the better the
customer situation. After normalization, we used the PRBP algorithm to divide the data, which were divided into 3
sections with minimum boundary points. According to the number of sections obtained, we used 2 slave nodes and
a master node. At this stage, in each node, the local density of each point was calculated separately and based on
the local density, the value of ε was determined and the DBSCAN algorithm was implemented independently in each
node. The output of the results was observed after the mapping and reduction steps in both cluster and noise points,
where the noise points can be labelled unobserved to be re-examined in the steps of adding new data. At this stage,
5 clusters were identified, which analysis and evaluation of each cluster are reviewed below.

10 Experimental setup

The main goal of this article is to cluster customers using the RFM model and improved the DBSCAN algorithm
to find loyal and profitable customers to achieve the highest profitability among competitors. Proper interpretation of
each cluster is essential in creating customer-centric business intelligence. Considering that for each customer, each of
the normal parameters R, F, M can be above the normal average or below the normal average, they can be combined
in 8 cases. Table 1 shows the 8 states obtained from the combination of the three parameters. Clusters show the

Table 1: Different combination modes in the RFM model

Modes

1 R↑ F↑ M↑
2 R↓ F↓ M↓
3 R↑ F↓ M↓
4 R↑ F↑ M↓
5 R↑ F↓ M↑
6 R↓ F↑ M↓
7 R↓ F↓ M↑
8 R↓ F↑ M↑

behavioral differences of each customer well. People in a cluster are closest to each other in terms of characteristics.
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5 clusters are obtained based on the proposed algorithm, which is interpreted in the continuation of each cluster. The
first cluster (R↓ F↑ M↑): The customers of the first cluster, which includes the fewest customers, are the customers
with the highest transaction frequency and financial volume, and the time interval between transactions is very short.
In other words, customers whom all have an average of high financial value index and in the transaction freshness
index have an average lower than the average of all customers and also the average frequency of their transaction index
is better than other clusters. From the point of view of banking experts, these customers are considered as special and
loyal banking customers, who are often the owners of stocks and large investment companies, and maintaining this
group is very vital and valuable for the bank. The second cluster (R↓ F↓ M↑): It includes customers who have not had
much time since their last visit to the bank and their average transaction is low, which is good for the bank and also
have done good financial transactions that can be profitable for the company, but They have a low average transaction
frequency, which can be converted into loyal customers by offering new offers and facilities to these people so that
these people can also be placed in the first cluster. The number of people who are in this cluster is more than the
first cluster, so the attention of bank managers to these customers is very important because there are customers who
are profitable for the company and maintaining these customers will cost less for the company. The third cluster(R↑
F↑ M↑): The customers of this cluster are customers who have more financial transaction frequency, in other words,
they have a higher average than the total and also the financial value index of this group is higher than the average.
But it has been a long time since they went to the bank that these people should be among the valuable customers
by providing facilities and the bank should try to turn them from potential to actual. The fourth cluster(R↑ F↓ M↑):
There are customers who have a higher account balance than the average, but have not done any financial transactions
for a long time. In other words, a long time has passed since their last transaction and the number of their transactions
is low. Since these customers have higher account balances, they can be valuable to the bank, but these people are not
considered loyal customers in terms of loyalty to the bank, so the bank should try to maintain and increase the loyalty
by providing more interaction and better services to customers. And make it possible to increase the transaction and
reduce the time interval between transactions. Fifth cluster(R↓ F↓ M↓): It includes customers who have low purchase
frequency and their financial index is also low and not long after their last transaction. In fact, new customers are
the best opportunity for the bank so that bank managers can turn them into loyal and valuable customers from the
beginning. A number of customers were not included in any of the above 5 clusters, which are considered noise points,
and these points were not considered in this study. Which can be re-examined in future research using the incremental
algorithm. According to Table 2, the highest number of customers are in the third cluster and the lowest number is
in the first cluster. In this table, the number of customers in each cluster is specified separately. Percentages also
represent the average of each parameter that is measured relative to the total average. These values are obtained
after Max-Min normalization. In parameters F and M, values above the average are desirable for the bank, and in
the case of parameter R, values below the average are desirable. . Therefore, as explained in the interpretation of
clusters, managers and banking experts can behave differently towards the customers of each cluster based on the
output obtained from the algorithm. Which can lead to improved bank performance.

Table 2: Algorithm output in step 3

R F M Number customers(total: 1352406) cluster

0.38 0.67 0.87 11259 1
0.37 0.43 0.74 160665 2
0.63 0.57 0.62 792176 3
0.70 0.45 0.60 211202 4
0.93 0.66 0.32 123589 5
0.59 0.56 0.36 totall average

To compare the MR-VDBSCAN algorithm with the VDMR-DBSCAN algorithm[7] used from 3 criteria Rand,
Jaccard and Fowlkes-Mallows, which are among the clustering evaluation criteria. Three criteria calculate the degree
of similarity of the clusters obtained from the evaluated algorithms with the labelled clusters. The results are shown in
tables ??. The best parameters are set for the evaluated algorithms by performing various tests on the data set. These
criteria calculate the similarity between the clusters obtained from the evaluation algorithms. The results presented in
the tables show that the MR-VDBSCAN algorithm has a higher similarity index than the VDMR-DBSCAN algorithm.
Table 3 shows the Jacquard criteria for the best results compared to VDMR-DBSCAN; This means that the clusters
generated by this algorithm are more like labelled clusters.
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Table 3: Jaccard test results

dataset

VDMR-DBSCAN 0.942
MRVDBSCAN 0.975

The Fowlkes–Mallows Index is the geometric mean of precision and recall. This measure is based on the pairwise
approach to calculate TP, TN, FP, and FN. The value of the Fowlkes–Mallows Index is between 0 and 1, and a high
value means better accuracy. As shown in Table 4 we found that the proposed algorithm with .95 for the dataset has
the highest similarity.

Table 4: Fowlkes–Mallows Index test result

dataset

VDMR-DBSCAN 0.882
MRVDBSCAN 0.953

Also, Rand-measure—the similarity measure—was used to evaluate the effectiveness of the proposed algorithm.
The value of Rand-measure is within [0,1] and the near number to 1 indicates that the two partitions are similar. To
make the competition more fairly we choose the same values for parameters in all algorithms because the parameter
setting can influence both the clustering results and the execution time. The proposed algorithm has a high similarity;
it can, therefore, be said that it has superb precision and the output of the criteria is verifying the subject, too, as
shown in Table 5. This table shows the similarity of the two clustering algorithms in the data set. We see that the
MR-VDBSCAN algorithm can provide better performance than other algorithms. In particular, the similarity of the
proposed algorithm is .87 for the data set.

Table 5: Rand-measure test results

dataset

VDMR-DBSCAN 0.794
MRVDBSCAN 0.872

F-measure was used to evaluate the accuracy of the final clusters based on precision and recall. F-measure is
commonly used in evaluating the effectiveness of clustering algorithms. F-measure for quality of clustering algorithm
is given by the following formula; where N is the total number of the data points and ci is a candidate cluster [33].
Figure 1 shows that the proposed algorithm has higher accuracy compared to VDMR-DBSCAN.

f =

l∑
i

|ci|
N

∗ F (i, j)

11 Conclusion

Given the growing banking industry and fierce competition between banks, identifying customers is essential to
making a profit and is the key to their success. Each customer creates a different value for the organization. Customer
segmentation can help bank managers identify the value of each customer as well as identify appropriate strategies for
each. In this paper, the RFM method was used to identify and cluster customers. The customers of the surveyed bank
were selected for evaluation in the last quarter of the year. Based on the proposed algorithm, customer data were
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Figure 1: F-measure evaluation

analyzed and divided into 5 clusters. The lowest number of customers was related to the first cluster and the highest
was related to the third cluster. Of course, some customers did not fall into any clusters. Because the Euclidean
distance and density were used for clustering, some of the data were not at a suitable distance for cluster formation.
Customer clustering can help decision-makers identify market segments and develop marketing and sales strategies for
customer satisfaction. Also in this paper, a comparison with the VDMR-DBSCAN algorithm is made, which shows
that the proposed algorithm has higher accuracy in data clustering than the comparison.
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