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Abstract

The popularity of automatic modulation categorization (AMC) is high in recent years owing to the
many advantages. When it comes to communication, reliability in an AMC is very critical. Increas-
ing the number of signals exponentially increases the cost of using the AMC. Precise classification
methods, such as neural networks, in which either the parameters of the neural network or the di-
mensions of the input or output variables are modified dynamically, are not successful in obtaining
high accuracy results. To improve the accuracy of the modulation categorization, this study employs
a ”QIGA” feature selection model based on a Quantum (inspired) Genetic Algorithm (QIGA). QIGA
is used to choose the correct functionality and to limit the number of examples that must be learned
so that the overall system time is shortened and the cost of computing is reduced. Selecting excellent
characteristics is enhanced via quantum computing and this is done to lower the complexity of the
solutions. The internal validation results demonstrated that the QIGA model significantly improved
the statistical match quality and significantly outperformed the other models.
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1. Introduction

A localization algorithm’s primary goal is to determine where a node is located. However, it must
meet the necessary criteria to be helpful. Mostly, the type of application for which the localization
method is designed defines the parameters. This section describes some of the basic architectural
characteristics that any localization algorithm should have [1].
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� Because RF-based localization algorithms are so useful, they are quite popular. An RF trans-
mitter is placed in the sensor nodes for a limited range. This radio capacity is effective in
addition to its main purpose of data transmission, thus it’s helpful for localization as well.

� The fundamental nature of a wireless sensor network is self-configuring. Careful consideration
should be given to the ad hoc nature of the network by the localization method.

� To enable the localization process to respond fast, the nodes should be able to determine
their position as quickly as feasible. Deploying sensor nodes will be done quickly using this
technology.

� Accuracy for the application for which it is being utilized should be adequate for the positioning
of the sensor node.

� It must be stable in order to function when circumstances are less than ideal.

� In order to be adaptable, the algorithm should be able to readjust even if sensor nodes are
installed or removed. Additionally, the method is useful for sensor networks that include from
a small number of nodes to many nodes.

� In order to function while self-sufficient, sensor nodes, being autonomous, are likely to need
their own power supply. The localization algorithm should therefore be energy-effective and,
ideally, energy-conscious.

� To make sure the translation algorithm can react to changes in the number of beacon nodes, it
should be able to. When the number of accessible beacon nodes grows, the system should also
be able to anticipate the approximate location of nodes. But as the number of nodes grows,
node predictions may vary in accuracy.

� widely accessible beacon nodes provide for better localization calculations; a localization al-
gorithm can get a more accurate estimate of node positions using a greater number of widely
accessible beacon nodes.

The categorization of prediction methods takes into consideration three main factors: detection
accuracy, applicability and configurability. In order for this to work, there must be consistency.
Approval is just a requirement but is not sufficient on its own. When an object is designed specifically
for a certain person, the reasons for utilizing it may have no explanatory value. Regression analysis
is an established and often used method that just needs the support of a well-intentioned tool. The
level of information and dedication required to construct the neural network is significant. There are
several kinds of experiments that seem to favor trial and error [2].

GA is an adaptive search method that is used in feature selection classification modulations, where
it utilizes heuristic search. When it comes to the degree of difficulty, GA was shown to perform better
than NN. GA is also very reliable when selecting the most relevant characteristic for the classification
process, which inevitably results in significant problems. In order to attain both convergence and
efficiency, the NN structure optimization was observed. Various kinds of design optimization results
may be obtained in neural network design optimization. Neural network development may not use
an optimum method. A new ”teaching” algorithm may be developed using a genetic algorithm [4].
In Figure 1, this method is shown.

The range of variables utilized will affect the performance of a binary GA. This gene selection
was designed to identify those who would be imitated or changed. But having fewer children confers
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Figure 1: Genetic Algorithm Flowchart

a smaller chance of being chosen, which is necessary for the discovery process to be worldwide and
not concentrated in a certain area. The three main techniques used in selection are the wheel of
fortune, a tournament and the wheel of fortune. The authors of the book entitled [5] provide more
information about the book. In the research done by O’Neill, the GA-dependent tournament selection
was reported to achieve a minimum total distance while running quicker than the other two selection
strategies. However, for smaller problem sizes, it is only true that these patterns hold true. It is
suggested that when the problem of expansion grows, the tournament is also at danger of early
convergence with the use of the proportional roulette wheel.

Because of its superior capability in handling new challenges, quantum computing is particularly
effective [9]. Researchers believe that quantum computers’ strengths are due to their use of micro-
and macro-space searches, which is associated with increased efficiency and better outcomes [11].
A superposition state is a technique of addressing combinational problems that change component
variables drawn from the principles of quantum-mechanics in scanning methods such as quantum
circuits [12]. In quantum computing, the quantum gadget will be found in multiple locations (states)
simultaneously as it waits for processing. When two or more states exist in exact superposition, it
is exactly when quantum computing power is being exerted. Until quite recently, computers have
usually been in a single state. A superposition of states may be used to house quantum computers.
This is the final parallel processing of these experiments [13].

It is targeted at the investigation of how Quantum-inspired Genetic Algorithm (QGAGA) mod-
ulates (QIGA). Fitness superposition is used to enhance the selection method and to keep the cal-
culation costs down. Furthermore, it has the capacity to foster variety and to manage population
crossover (divergence) and convergence (convergence) in the course of mutations (divergence) and
cross-cutting (convergence) interactions [13]. The paper’s main contributions are: (1) this article is
concerned with speeding up the use of conventional classification algorithms by replacing them with
QIGA, while trying to select the features; and (2) it talks about possible problems and concerns
associated with using traditional optimization algorithms and is committed to devising a new algo-
rithm. It is shown through a series of tests that the QIGA method is faster and more accurate than
any previous wider prototypes.

The remainder of the paper is organized accordingly. The latest related work is seen in section 2.
The detailed process of the proposed QIGA algorithm is given in Section 3. Section 4 presents the
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findings of the experiments and their discussion. We end this paper in Section 5.

2. Related Work

AMC can be done in two ways: probability-based (LB) approach [? ]. [14] and a feature-based
(FB) method [15]. The LB technique verifies signal reception for different probability solutions with
indeterminate modulation parameters that are dependent on the spectral density of power (PSD).
While the LB solution achieves the greatest outcomes, it comes with a significant computational
cost. When a frequency offset is present, one disadvantage is the impact of residual channel effects,
as well as phase and timing problems caused by model mismatch [16]. On the other hand, the FB
approach makes certain trade-offs in terms of accuracy but gains in terms of smoother execution
owing to reduced computing complexity [17].

Three characteristics of the FB technique are frequently mentioned in the text: instantaneous
information [18], wavelet coefficients [15, 21] and higher-order statistics [22, 25]. Following feature
extraction, the AMC moves on to categorization. Previously published study found that artificial
neural networks (ANNs) and genetic algorithms (GAs) were predominantly utilized for classification,
whereas KNNs and genetic programming (GPs) were used on a case-by-case basis [2, 26]). The
authors of [27] conducted a multi-class classification using specified thresholds and obtained find-
ings with the assistance of general practitioners. The fundamental flaw is that threshold values are
inconvenient. Not only do we have to manually establish these threshold numbers, but it’s also incon-
venient and time-consuming. In, we discussed the weighted fitness function for data categorization
[28]. The workout function has been modified online to give more weight to difficult-to-identify data.
The authors of [29] proposed the idea of dividing n-class classification into multi-class classification
using GP. This approach has inherited the two-class dilemma’s simplicity. In [30], the authors ex-
amined the performance of AMC machine learning algorithms utilizing Rayleigh and AWGN fading
networks.

3. Motivation

A major topic in the digital communication area is AMC (automatic modulation categorization).
While using traditional techniques, however, it is not possible to get a very accurate categorization
of modulation. Additional issues include: expensive processing costs, non-convergence to optimum
global convergence and premature convergence with current GA-based prediction techniques. The
systematic QIGA model is adequate for eliminating potential mistakes in the GA-based modulation
categorization. This paradigm, which is capable of tackling grouping, is crucial if we want to maintain
variety in the population.

4. Proposed Algorithm

This section explains the automatic modulation categorization quantum-inspired prediction tech-
nique. Each of the modulation types (or symbols) used in the input signal comprise thirteen of the
following modulation methods: BPSK, QPSK, 8PSK, 16QAM, 64QAM, 256QAM, 2PAM, 4PAM,
8PAM, 16PAM,2Fsk,4Fsk and 8Fsk. To obtain the optimal modulation classification functions, the
system uses GA. In order to discern the variation in population sizes, quantum computing is used
inside the proposed framework to control the randomness supplied by probabilistic models of quan-
tum chromosomes, which are known as qubits. As each new generation differs greatly from the last,
it takes less generations to get to the optimal answer. In the next sections, the measurements and
features are explained in more depth.
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Figure 2: Quantum inspired Genetic Algorithm Modulation Classification model

5. Building Database

In this randomly generated dataset, each sensor will repeatedly broadcast its random signal before
it is received by the fusion center. Fusion center will analyze the signal-to-noise ratio and then pick
the strongest signal for its use. The dataset’s characteristics are known as ”Enhanced Cumulants.”
These descriptive words are kept with the categorization of each modulation in a database essential
to the classification of each modulation.

6. Quantum Genetic Algorithm Model

Recently, the Q-bit format was used for minimization issues in QIGA based on the idea and principle
of quantum computing. The representation has the property of being capable of representing any
linear superposition. A Q-bit is the smallest unit of information that can be stored in a two-state
quantum computer. It may be in either the ”1” or ”0” state, or in any superposition “two states”.
A bit of one Q-state may be stated as:
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|ψs⟩=γ| 0⟩+β |1⟩ (6.1)

The amplitudes of the given conditions are specified by the values of α and β, which are difficult
integers. | γ |2 and |β|2, If the Q-bit is discovered in the “1” state or the “0” state, then the chance
is 100 percent. It is assured that by normalizing the state to the unity, it would be ensured that:

|γ1|2 + |β2|2 = 1 (6.2)

To maintain and keep track of one gene in QIGA, single-qubit is used. In each qubit, there exists
the possibility of the qubit being in a “1” state, a “0” state, or any kind of superposition of the
two. More accurately, this gene’s data cannot be considered completely reliable, but there is still
the possibility that it will complete to all available information. Genes here each have one-bit. The
multi-qubit system is used to encapsulate the multi-state operator node, for the general case.

qtj =

 γt1
βt
1

∣∣∣∣ γt2
βt
2

∣∣∣∣ . . .
. . .
. . .

∣∣∣∣∣∣ γtm
βt
m
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 (6.3)

chromosome of the tthgeneration and the jth

individual is represented by qtj and m is the gen index number. Because of qubit encoding, the
superposition of many states may be instantly embodied by one person, leading to greater variety
with the QIGA than with the standard GA method. A derivation of convergence can be found in
[1] which asserts that it may be attained via the qubit statement. As |γ|2 or |β|2 attitudes to 0 or
l, the qubit-chromosome shares to one-state.

For each qubit is prepared to( 1√
2
, 1√

2
). In other words, this authorizes that the possible state

of a single-qubit gene may definite the superposition of all possible states with equal chance. Use
Quantum-rotation gate for the software update implementation method [43,45].⋃

(θi) =

[
cos θ i − sin θ i

sin θ i cos θ i

]
(6.4)

where
⋃

is a unitary operation on any single qubit and θi is the angle of qubit-rotation, defined as:
θi = S (γm, βm) ∗∆θi (6.5)

the symbol of θi is S (γm, βm) that controls the direction, and ∆θi is the rotation-gate magnitude
which is illustrated in Fig. 3 and So, γ∗m and β∗

m are designed as:[
γ∗m
β∗
m

]
=

⋃
(θ)

[
γm
βm

]
(6.6)

Figure 3: Rotation Gate for Qubit
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Table 1: Rotation angle selection strategy

Once all of the updated populations have been measured, the last step is to get a set of determined
explanations. The method for doing measurement as: create a random number τ in [0, 1]. If τ >
|γtij|

2
if the evaluating result is 1, else it is 0. Then consider the set of solutions together with

their fitness, the best tree and its fitness, as well as the binary solution’s set of solutions. P(t) is a
previously nominated and deposited function that will be used by future generations. f(xi) of the
most recent quantified rate of an item, as shown in Table 1, is used to determine whether or not to
renew the item qtj with the current evolutionary aim’s fitnessf(bi).

As a result, control the qubit of the corresponding bit in order to achieve the probability scale
and continue on the path of assisting the existence of bi. In addition, the angle step of the update is
represented by the symbol δ. The value of δ has an effect on the pace of convergence; if the value is
high, the resolution may shift away from the local optimum or may arrive at the local optimum too
soon. As a result of this, the dynamic tune δ of is accepted and it receives a value flanked by the
values 0.2 and 0.8 as determined by the variance of the genetic generations.

Table 2: Genetic Algorithm Parameters

Parameter Default Value
Population size 50

Generation Number 10
Crossover Ratio 0.7
Mutation Ratio 0.3

7. Simulation Result and Analysis

This portion validates the performance of the proposed method by conducting a series of ex-
periments. Furthermore, the output is contrasted with the standard genetic algorithm in order to
determine the precision of the classification of the proposed solution. Many separate modulation
databases may be used to assess the feasibility of the proposed model. Genetic Function Approxi-
mation (GFA) algorithm provides a new solution to the AMC problem. Unlike most other research
algorithms, GFA offers multiple models where model populations are generated by the evolution of
random initial models using a genetic algorithm.

The framework is introduced in the form of a MATLAB library built to be easy to use in custom
applications. Tests was carried out on a computer with Intel(R) Zeon(R) CPU E5430@ 2.66GHz (2
processor), 16GB RAM PC operating Microsoft Windows 10-64 bit. The findings of the simulation
approve the potential of the proposed technique to obtain a detailed classification of
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modulation.
We concluded that our best approximation with 13 modulations and 700 generated signal samples

was over 96.79% correct. It is confirmed that the proposed QIGA displayed superior modulation
classification performance in comparison to the 90.83% GA algorithm as seen in fig. 4 and 5 in
order. By increasing the dataset samples to 19950 sample, the accuracy increases. The increase in
accuracy illustrates that the sufficient samples lead to better performance.

Overall, a quantum computing concept that inspires GA leads to a plurality of populations rather
than a classical GA in most cases. This variation contributes to the achievement of optimal solutions
for the appropriate fitness functions. Furthermore, when it comes to quantum chromosomes, the
linear superposition of all conceivable binary states provides a significant deal more diversity than
the traditional classical depiction. Implementation of the quantum rotation gate is required in order
to get the chromosomal individuals closer to optimum solutions. The results of both kinds of classifiers
are shown in Table 3 of this report.

Figure 4: Experimental (target) versus classified modulation using the QIGA over

Table 3: Comparative result - 20% Testing and 80% Training

Method Accuracy TP TN FP FN F- Score

QIGA 96.97 211 200.69 7 7 0.9697

CGA 90.86 198 199.69 20 20 0.9083
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Figure 5: Experimental (target) versus classified modulation using the GA

Table 4: Comparative results (CGA Vs QIGP) -20% Testing and 80% Training

CGA QIGP

Generations 20 5

Populations 20 5

Accuracy 90.86 96.97

Elapsed time in seconds 5.817 0.51
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Table 5: SNR Values by increasing Sensors

1 2 3 4 5 6 7 8 9 10

BPSK 7.4465 7.4581 7.45814 7.4581 7.4581 7.4759 7.4759 7.4759 7.4759 7.4759

QPSK 3.2082 3.3712 3.37124 3.3712 3.3712 3.3712 3.3712 3.3712 3.3712 3.3712

8PSK 5.8725 5.8725 5.87257 6.0166 6.0337 6.0337 6.0337 6.0337 6.0337 6.0337

16QAM 5.2687 5.2782 5.27828 5.2782 5.2782 5.2861 5.2861 5.2861 5.2861 5.2861

64QAM 2.9132 2.9132 2.91325 2.9209 2.9209 2.9209 2.9209 2.9242 2.9242 2.9266

256QAM 5.3413 5.3413 5.34136 5.3413 5.3413 5.3413 5.3413 5.3413 5.3413 5.3413

2PAM 6.3293 6.3473 6.34738 6.3473 6.3473 6.3608 6.3608 6.3608 6.3608 6.3608

4PAM 9.0197 9.0197 9.01977 9.0544 9.0590 9.0590 9.0590 9.0590 9.0590 9.0590

8PAM 3.6250 3.6665 3.66657 3.6665 3.6665 3.7093 3.7093 3.7093 3.7093 3.7093

16PAM 4.4606 4.5320 4.53201 4.5320 4.5320 4.5878 4.5878 4.5878 4.5878 4.5878

2FSK 5.8923 5.8923 5.89230 6.0144 6.0350 6.0350 6.0350 6.0350 6.0350 6.0350

4FSK 5.5270 5.5907 5.59074 5.5907 5.5907 5.6383 5.6383 5.6383 5.6383 5.6383

8FSK 5.4328 5.4859 5.48592 5.4859 5.4859 5.5225 5.5225 5.5225 5.5225 5.5225

SNR(dB)

Signal

Sensors

Table 6: SNR, Time and Distance in case of 1 Sensor.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.446574 1 0.00000001700 5.1 47 0.515056

QPSK 3.208236 1 0.00000001700 5.1 47 0.47305

8PSK 5.87258 1 0.00000001700 5.1 47 0.507613

16QAM 5.268744 1 0.00000001700 5.1 47 0.47236

64QAM 2.913256 1 0.00000001700 5.1 47 0.514605

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.329324 1 0.00000001700 5.1 47 0.540983

4PAM 9.019776 1 0.00000001700 5.1 47 0.495276

8PAM 3.625063 1 0.00000001700 5.1 47 0.543898

16PAM 4.460692 1 0.00000001700 5.1 47 0.519479

2FSK 5.892306 1 0.00000001700 5.1 47 0.45631

4FSK 5.527001 1 0.00000001700 5.1 47 0.486476

8FSK 5.43285 1 0.00000001700 5.1 47 0.483184
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Table 7: SNR, Node Number Time and Distance in case of 2 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.458143 2 0.00000002567 7.7 41 0.485527

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 5.87258 1 0.00000001700 5.1 47 0.507613

16QAM 5.278288 2 0.00000002567 7.7 41 0.50025

64QAM 2.913256 1 0.00000001700 5.1 47 0.514605

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.347384 2 0.00000002567 7.7 41 0.508336

4PAM 9.019776 1 0.00000001700 5.1 47 0.495276

8PAM 3.666571 2 0.00000002567 7.7 41 0.525369

16PAM 4.532015 2 0.00000002567 7.7 41 0.471417

2FSK 5.892306 1 0.00000001700 5.1 47 0.45631

4FSK 5.590746 2 0.00000002567 7.7 41 0.544094

8FSK 5.485925 2 0.00000002567 7.7 41 0.485646

Table 8: SNR, Node Number Time and Distance in case of 3 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.458143 2 0.00000002567 7.7 41 0.485527

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 5.87258 1 0.00000001700 5.1 47 0.507613

16QAM 5.278288 2 0.00000002567 7.7 41 0.50025

64QAM 2.913256 1 0.00000001700 5.1 47 0.514605

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.347384 2 0.00000002567 7.7 41 0.508336

4PAM 9.019776 1 0.00000001700 5.1 47 0.495276

8PAM 3.666571 2 0.00000002567 7.7 41 0.525369

16PAM 4.532015 2 0.00000002567 7.7 41 0.471417

2FSK 5.892306 1 0.00000001700 5.1 47 0.45631

4FSK 5.590746 2 0.00000002567 7.7 41 0.544094

8FSK 5.485925 2 0.00000002567 7.7 41 0.485646
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Table 9: SNR, Node Number Time and Distance in case of 4 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.458143 2 0.00000002567 7.7 41 0.485527

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 6.016658 4 0.00000000667 2 45 0.44591

16QAM 5.278288 2 0.00000002567 7.7 41 0.50025

64QAM 2.920909 4 0.00000000667 2 45 0.462641

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.347384 2 0.00000002567 7.7 41 0.508336

4PAM 9.054424 4 0.00000000667 2 45 0.49813

8PAM 3.666571 2 0.00000002567 7.7 41 0.525369

16PAM 4.532015 2 0.00000002567 7.7 41 0.471417

2FSK 6.014456 4 0.00000000667 2 45 0.462192

4FSK 5.590746 2 0.00000002567 7.7 41 0.544094

8FSK 5.485925 2 0.00000002567 7.7 41 0.485646

Table 10: SNR, Node Number Time and Distance in case of 5 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.458143 2 0.00000002567 7.7 41 0.485527

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 6.033716 5 0.00000000567 1.7 57 0.51972

16QAM 5.278288 2 0.00000002567 7.7 41 0.50025

64QAM 2.920909 4 0.00000000667 2 46 0.462641

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.347384 2 0.00000002567 7.7 41 0.508336

4PAM 9.05909 5 0.00000000567 1.7 57 0.459881

8PAM 3.666571 2 0.00000002567 7.7 41 0.525369

16PAM 4.532015 2 0.00000002567 7.7 41 0.471417

2FSK 6.035066 5 0.00000000567 1.7 57 0.508111

4FSK 5.590746 2 0.00000002567 7.7 41 0.544094

8FSK 5.485925 2 0.00000002567 7.7 41 0.485646
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Table 11: SNR, Node Number Time and Distance in case of 6 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.475967 6 0.00000003300 9.9 31 0.507666

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 6.033716 5 0.00000000567 1.7 57 0.51972

16QAM 5.286169 6 0.00000003300 9.9 31 0.485394

64QAM 2.920909 4 0.00000000667 2 45 0.462641

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.360841 6 0.00000003300 9.9 36 0.486841

4PAM 9.05909 5 0.00000000567 1.7 57 0.459881

8PAM 3.709381 6 0.00000003300 9.9 31 0.4622

16PAM 4.587853 6 0.00000003300 9.9 32 0.54191

2FSK 6.035066 5 0.00000000567 1.7 57 0.508111

4FSK 5.63833 6 0.00000003300 9.9 31 0.501048

8FSK 5.522541 6 0.00000003300 9.9 31 0.521431

Table 12: SNR, Node Number Time and Distance in case of 7 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.475967 6 0.00000003300 9.9 30 0.507666

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 6.033716 5 0.00000000567 1.7 57 0.51972

16QAM 5.286169 6 0.00000003300 9.9 31 0.485394

64QAM 2.920909 4 0.00000000667 2 45 0.462641

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.360841 6 0.00000003300 9.9 30 0.486841

4PAM 9.05909 5 0.00000000567 1.7 57 0.459881

8PAM 3.709381 6 0.00000003300 9.9 32 0.4622

16PAM 4.587853 6 0.00000003300 9.9 27 0.54191

2FSK 6.035066 5 0.00000000567 1.7 57 0.508111

4FSK 5.63833 6 0.00000003300 9.9 32 0.501048

8FSK 5.522541 6 0.00000003300 9.9 32 0.521431
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Table 13: SNR, Node Number Time and Distance in case of 8 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.475967 6 0.00000003300 9.9 31 0.507666

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 6.033716 5 0.00000000567 1.7 57 0.51972

16QAM 5.286169 6 0.00000003300 9.9 32 0.485394

64QAM 2.924215 8 0.00000000800 2.4 39 0.532019

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.360841 6 0.00000003300 9.9 30 0.486841

4PAM 9.05909 5 0.00000000567 1.7 57 0.459881

8PAM 3.709381 6 0.00000003300 9.9 30 0.4622

16PAM 4.587853 6 0.00000003300 9.9 31 0.54191

2FSK 6.035066 5 0.00000000567 1.7 57 0.508111

4FSK 5.63833 6 0.00000003300 9.9 30 0.501048

8FSK 5.522541 6 0.00000003300 9.9 31 0.521431

Table 14: SNR, Node Number Time and Distance in case of 9 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.475967 6 0.00000003300 9.9 29 0.507666

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 6.033716 5 0.00000000567 1.7 57 0.51972

16QAM 5.286169 6 0.00000003300 9.9 32 0.485394

64QAM 2.924215 8 0.00000000800 2.4 39 0.532019

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.360841 6 0.00000003300 9.9 31 0.486841

4PAM 9.05909 5 0.00000000567 1.7 57 0.459881

8PAM 3.709381 6 0.00000003300 9.9 31 0.4622

16PAM 4.587853 6 0.00000003300 9.9 32 0.54191

2FSK 6.035066 5 0.00000000567 1.7 57 0.508111

4FSK 5.63833 6 0.00000003300 9.9 30 0.501048

8FSK 5.522541 6 0.00000003300 9.9 30 0.521431
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Table 15: SNR, Node Number, Time and Distance in case of 10 Sensors.

Signal type SNR(dB) Node NO. Time Second Distance(KM) AoA◦ RSSI(dB)

BPSK 7.475967 6 0.00000003300 9.9 31 0.507666

QPSK 3.371242 2 0.00000002567 7.7 41 0.488052

8PSK 6.033716 5 0.00000000567 1.7 57 0.51972

16QAM 5.286169 6 0.00000003300 9.9 31 0.485394

64QAM 2.926688 10 0.00000000900 2.7 60 0.513533

256QAM 5.34136 1 0.00000001700 5.1 47 0.500605

2PAM 6.360841 6 0.00000003300 9.9 31 0.486841

4PAM 9.05909 5 0.00000000567 1.7 57 0.459881

8PAM 3.709381 6 0.00000003300 9.9 31 0.4622

16PAM 4.587853 6 0.00000003300 9.9 30 0.54191

2FSK 6.035066 5 0.00000000567 1.7 57 0.508111

4FSK 5.63833 6 0.00000003300 9.9 32 0.501048

8FSK 5.522541 6 0.00000003300 9.9 33 0.521431

Table 5-15 demonstrates SNR, Time and Distance in case 1,2,3,4,5,6,7,8,9 and 10 sensors 13 type
of signal modulation. Table 4 demonstrates for both the CGA and QIGA algorithms for runtime and
fitness evaluations. The generation number is 20, while the size of the generation number in QIGA
is 5. The findings indicate that QIGAs with 5 individuals will have greater utility with respect to
the best fitness as well as a mean fitness of CGA with 20 individuals with only 1/4 of CGA’s elapsed
time with simulation setup configuration as number of generations=20, crossover likelihood (0.7) and
mutation probabilities (0.3).

8. Conclusion

In this paper, we provide a method for classifying the QIGA model using a feature selection
strategy, which we call the feature selection strategy. By constructing a model based on the quantum
rotational gate, researchers were able to take use of the unpredictability of quantum chromosomes
represented by qubits, which was very simple in contrast to most traditional training methods. The
model that was developed for a data set with thirteen modulations was shown below. We find that the
best model generated by QIGA provides a more accurate categorization than the pre-specified model
optimized by GA in our instance. This is due to the larger solution space which can be investigated
in QIGA but is left to the evolutionary mechanism with varying probabilities resulting from the qubit
overlay by means of the quantum rotation gate, rather than being pre-determined. We were able to
significantly increase the accuracy of the AMC by combining the GA and the superposition principle
and the results indicate that the measurement efficiency of the QIGA is much better than that of
the CGA.
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