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Abstract

A violent behaviour detection system (VBDS) is an important application of intelligent video surveillance that performs
a critical role in the field of public security and safety VBDS is a sort of behaviour recognition that seeks to determine
whether the behaviours observed in the situation are violent, such as fighting or assault. This paper presents a survey of
the existing approaches to VBDS. In this paper, the existing VBDS techniques are classified based on their framework,
which includes the old-fashion framework and the end-to-end state-of-the-art deep learning framework. Finally, the
VBDS methods’ performance is assessed and compared.

Keywords: Artificial intelligence, computer vision, Deep learning, Violent behavior detection system (VBDS)
2020 MSC: 68T05

1 Introduction

It’s possible that violence will always be an aspect of the human experience. Its influence can be observed in a
variety of ways all throughout the world. Self-inflicted, individual, or social violence claims the lives of over a million
people each year, with many more suffering unlethal injuries. Therefore, violence is one of the major causes of death
among people aged 15 to 44 years old around the world [47].

Violence might strike at any time in any place. For example, in universities, the phenomenon of student involved in a
violent behavior has spread rapidly, whether among teaching staff, teachers with students, students with students, and
other partners such as members of the family, administration staff, and others. University is among the establishments
where social interactions are observed [26]. Also, Verbal and physical violence against healthcare workers (HCWs) has
reached alarming levels around the world and according to the World Medical Association, it defined violence against
health employees as ”an international emergency that undermines the very foundations of health systems and impacts
critically on patient’s health” [75]. As a result of human interactions violence may take a place in any crowded area
like prisons, sport stadiums, malls, etc.

Considering violence can strike at any moment, depending on a human to perform the process of monitoring and
detecting violent situations solely is ineffective [63]. Usually, this duty has required security staff to keep an eye on
many monitors continuously. Therefore, undesirable events such as fighting and violent behavior may indeed be missed
due to human exhaustion, poor attention and inexperience. As a result, automated video surveillance systems that
detect anomalies in an automatic ways are critical for ensuring safety and assisting security guards [9].
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Human behaivior detection and recognition is a hot topic in the research area of artificial intelligence via computer
vision especially monitoring suspicious activities [64]. Lately, Various deep learning methods have been used to develop
machine learning studies with impressive results. Convolutional neural networks also known as (CNNs), for example,
are used in computer vision projects [40], also recurrent neural networks (RNN) are used [60].

This overview paper sheds the light on violence detection frameworks. In section two a general overview of the
approaches which are used in this area. In section three CNN and RNN architectures will be reviewed, respectively.
Section four shows the types of datasets that are used in violence detection and the performance of previous results
(ranged from 2017 to 2021) are compared. In section five, some conclusions about the reviewed works are summarized.

2 Violence Detection Approaches

Many techniques to recognizing and analyzing human behavior have been implemented in the research field, and
they are mostly classed as machine learning or deep learning approaches. Machine learning (ML) is defined as the
ability of a system to learn from a training data specified in a certain problem with the intention of automate the
process of developing analytical models and performing related activities. Deep learning which is a type of machine
learning that uses artificial neural networks for the purpose of learning. Deep learning models outperform superficial
machine learning models and traditional data analysis methodologies in many situations. Traditional machine learning
methods or approaches depends on handmade feature extraction derived from classifying techniques; however, deep
learning approaches have recently proved to be more successful in terms of detection accuracy and performance
[37, 62]. Generally, every action recognition framework comprises mainly of two parts which are feature extractor and
a classifier. Feature extraction is crucial in the development of any video detection system [58].

2.1 Machine Learning Approach

Before introducing deep learning to this field, what is called a two-step machine learning approach was used to
detect anomaly behavior like violence as shown Figure |1} firstly it learns (extracts) feature from training data that are
previously labeled and then uses an anomaly measure to estimate the normal/anomaly results based on the extracted or
learned features [54]. feature extraction was done using some traditional (hand-crafted) machine learning techniques.
Table 1| lists some of these techniques with their main feature.

Table 1: Hand-crafted Feature Extractor Techniques

Feature Extractor Technique

Feature

violence flows (ViF) [27]

Based on statistics of how flow-vector magnitudes change over time, to detect violence in crowded

scenarios

oriented violent flows (OViF) [22]

using both orientation and magnitude.

Histogram of oriented optical flow (HOF) [51]

offer a long-term temporal description of the motion trajectory and its surroundings

Histograms of Oriented Gradients (HOG) [69]

calculates the number of times a gradient orientation appears in a confined area of an image

Histogram-of-optical-flow-orientation(OHOF) and Gaussian

mixed-model-optical-flow-domain(GMOF) [78]

locate the scene of a violent act Then, in each location, the histogram-of-optical-flow-orientation
(OHOF) descriptor is used to calculate spatiotemporal features that distinguish between violent

and nonviolent behaviors.

Space-time-interest-point(STIP) [51]

examining the variety in sequences’ spatial and temporal region of interest (roi)

three-layered bag-of-visual-words (BoVW) [48]

a three-layered structure, The video description is on the bottom layer, coding and pooling is on
the middle layer, while supervised learning approach is on the top layer that is used to complete

the classification task (SVM)

Space—time interest points (STIP) and scale-invariant-feature-
transform (MoSIFT) descriptors are used in a bag of words

framework [34]

every sequence of the video is explained as a form of histogram which is made up from a Bag of

words, resulting in a fixed-dimensional encoding that classifiers can process.

Motion binary pattern (MBP) [51]

as the pixel intensity changes over time, it represents motion in a certain pixel

As for classifying the obtained features, three machine learning models were used: RF [29], SVM [13], KNN [20]

and adaBooster [7] classifiers.

2.2 Deep Learning Approach

Although the handcrafted approach performs well, extracting features in this way is still costly in applications
of real-world since it is tailored to individual issues and datasets. Deep learning algorithms have recently received
interest in the computer vision field, replacing handcrafted methods [34].
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Figure 1: Two-step anomaly detection

3 Deep Learning

With the improvements in computing power and the availability of large-scale data, significant progress has been
made in computer vision by using a deep-learning framework [42]. Deep learning techniques like Convolutional-Neural-
Networks (CNN) have pushed the limits of what is possible by improving prediction accuracy with large amounts of
data and huge processing power. Issues that were once thought to be unsolvable are now being resolved with remarkable
precision [53]. The deep learning-based approaches can be classified as the end-to-end deep detection framework and
the hybrid deep detection framework.

3.1 Convolutional Neural Network (CNN)

Convolutional-neural-networks (CNNs) are at the core of today’s object detection algorithms. They are employed in
features extraction. There are many CNNs architectures, such as LeNet, VGGNet and InceptionV3. These networks
have been tested on a variety of commonly recognized benchmarks and datasets and are mostly used for object
classification tasks. CNN contains three components which are convolution, polling and activation functions [§] as
illustrated in Error! Reference source not found.. There are many types of convolution which are dilated,
transposed module, tiled, Network in network and Inception module. The pooling part of the CNN has mixed,
Lp pooling, stochastic, multiscale orderless spectral. The activation functions include rectified linear units (ReLU),
parametric ReLU, randomized ReLU, Leakey ReLU, maxout, probout and exponential and linear unit (ELU) [35].

3.2 CNN Architecture

Several CNN models have been presented in the past decade. The architecture of a model is an important aspect in
enhancing the performance of many systems. From 1989 to the present time, various adjustments to CNN architecture
have been made. Structure transformation, regularization, optimizations in parameter, and other changes are examples
of such modifications. On the other hand, it should be emphasized that the major improvement in CNN performance
was due primarily to the restructuring of processing units and the development of new blocks. The most creative
breakthroughs in CNN architectures have focused on the usage of network depth [5]. In Table several common CNN
architectures along with their accuracy results in ImageNet [19] which are also illustrated and in Figure
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Table 2: Common CNN Architectures

Model name Parameters ImageNet Year | Specification
Number Accuracy

Meta Pseudo Labels 480 M 90.2% 2021 Design a feedback mechanism to correct the teacher’s bias

Noisy Student 480 M 88.4% 2020 It consists of two neural networks called teachers and students

EfficientNet-L2 [77]

BiT-L (ResNet) [41] 928 M 87.54% 2019 replaced the normalization of the batch (BN) with the normalization of the
group (GN) and the weight standardization (WS).

Inception V3 [70] 27 M 78.8% 2015 Among the first to use batch normalization

ResNet-152 60 M 78.57% 2015 demands a large number of computations (approximately ten times that of
AlexNet), implying greater training time and energy.

DenseNet-264 22 M 77.85% 2016 264 is number of layers with trainable weights

ResNet-50 [28] 26 M 77.15% 2015 Despite not the first to propose skip connections, this was the first one to
promote them.

DenseNet-121 8 M 74.98% 2016 121 is number of layers with trainable weights

Inception V2 [70] 11.2 M 74.8% 2015 In the architecture of Inception V2 the 5 by 5 convolution is substituted by the
two convolutions of 3 by 3. Because of this, computational time is reduced,
and thus computational speed is increased. a 5 by 5 convolution is 2.78 more
expensive than a 3 by s3 convolution.

VGG 19 144 M 74.5% 2014 VGG19 is slightly better than VGG16 but requests more memory

VGG 16 138 M 74.4% 2014 Has a contribution in the design of deeper networks

InceptionV1 [70] 5 M 69.8% 2014 Convolutional layers were stacked within modules/blocks.

AlexNet 60 M 63.3% 2012 It was the first to use ReLU as an activation function.

LeNet-5 [43] 60,000 N/A 1998 Standard template also Stacking convolutional layer and pooling layers, and
ending with one or many layers that are entirely connected

3.3 Recurrent Neural Network

Detection a human behavior makes an extension over a period of time (aka frames in videos), therefore a convolu-
tional neural network will not be sufficient for such purpose because it generates a prediction on each frame individually
without taking the previous frames into account since it lacks the memory function. Recurrent neural networks (RNN)
[18] which are the state-of-the-art algorithm specialized in sequential data. Due to its internal memory, this is the
first algorithm that remembers its input, making it ideal for machine learning issues with sequential data. It’s one of
the algorithms that’s been at the heart of deep learning’s incredible progress over the last several years.

Yet, RNNs have issues with exploding and also vanishing gradients, which can be explained as the gradient norm
increases (or decreased) significantly during training. The growth of long-term components, which can increase expo-
nentially faster than short-term components, is causing these phenomena. As for the vanishing problem that hinders
the learning of long data sequences. The gradients contain the information that is employed in the RNN (Recurrent
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Figure 3: ImageNet accuracy results

Neural Network) parameter update, and as the gradient shrinks, the parameter changes become unimportant, implying
that no significant learning is taking place [55].

3.3.1 LSTM

There have been several variants on the recurrent neural network architecture to solve the long-range dependency
problem. One such architecture is the Long-Short Term Memory (LSTM [30]). The LSTM is a type of a recurrent
neural network which has a sequence of inputs, an optional sequence of outputs, a hidden state, and a cell state.

While a vanilla RNN cell consists of a fully connected network with recurrent connections, an LSTM cell abstracts
its mathematical operations into 'gates’ which are a combination of weight multiplication and non-linearity. Informa-
tion in the cell state, which is the main information highway of an LSTM, is modified according to the gates. LSTM
can have different models such as:

A- Classic (or vanilla) LSTM [30]

The cell state is controlled by four gating levels in this architecture: two input gates, a forget gate, and output
gates. The input gates collaborate to figure out which inputs should be added to the cell state. Based on the current
cell state, the forget gate determines which former cell state to forget. The output gates decide what output to be
sent through them.

B- Stacked LSTM [15]

An LSTM Model with many LSTM layers is known as a Stacked LSTM. The LSTM layer provides sequential
output to the following LSTM layer.

C- Bi-directional LSTM [15]

Instead of training one input sequence, the Bi-directional LSTM trains two, with the first being the original and
the second being its reversed replica. Which improves the learning rate of the model.

D- GRU (Gated Recurrent Unit) [21]

The Gated Recurrent Unit (GRU) is a type of recurrent unit in their most basic form, neural networks are made
up of two gates (Reset Gate and Update Gate). Short-term dependencies in sequences are captured using Reset Gates,
whereas long-term dependencies are captured using Update Gates. Both gates control how much information each
concealed unit must remember or forget during the sequence’s processing.

E- BGRU (Bidirectional GRU) [21]

The Bi-directional GRU, like the Bi-directional LSTM, is also a Bi-directional RNN, which means the BGRU is
nothing more than a bi-directional GRU.

Figure [4] represents a simple CNN-LSTM architecture.
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Figure 4: Simple CNN-LSTM architecture

Dataset and Performance used in Violence Detection Methods

3.4 Datasets

There are several datasets have been used in violence detection area:

A- RWF-2000 [14]: The most comprehensive dataset on violence detection, including over 2000 hours of real-
time CCTV film. Each video is a 5-second clip with different resolutions and a 30-fps framerate. The videos contain
a variety of settings and lighting.

B- Hockey dataset [52]: Comprises of 1000 clips gathered from various ice hockey footage. There are 50 frames
in each video. The surroundings and violent activities in all the videos are the same.

C- Movies dataset [52]: Considerably a smaller dataset of 200 video clips in various resolutions were collected.
The videos cover a broad range of topics. The ’violent’ videos were compiled from a variety of movie clips.

D- Surveillance fight data set [3]: This data collection was gathered from YouTube and includes both violent
and nonviolent incidents captured in the real world through regular and industrial surveillance. The data set contains
a total of 300 videos, with 150 clips in each class, and resolution sizes ranging from 480 x 360 to 1280 x 720 pixels on
average.

E- ViolentFlow data set [27]: This data set is containing a total of 246 videos with violent and nonviolent
scenes. Each video clip has a resolution of 320 x 240 pixels, and the clip length varies between 50 and 150 frames.

F- Real-Life-Violence-Situations (RLVSs) [66]: The violence videos contain 1000 clips of real street combat
situations in a variety of environments and conditions, and the nonviolence videos also contain 1000 nonviolent clips
collected from YouTube. In addition, nonviolence clips are gathered from a variety of human activities such as sports,
eating, walking, and so on.

G- Automatic Violence Detection in Videos Dataset [10]: This dataset contains 350 clips (MP4 video files
with a resolution of 1920 x 1080 pixels and a frame rate of 30 frames per second). When portraying non-violent actions,
120 clips are labeled as non-violent, while when representing violent behaviors, 230 clips are labeled as violent. Due
to fast movements and similarities with violent behaviors, the non-violent video contains behaviors like (hugs, claps,
exulting, etc.) can result in false positives in the violence detection test.

3.5 Performance Comparisons

Table [3] represents some of the recent studies for violence detection which been using the datasets been mention
above beside automatic violence detection in videos dataset [10] since no published paper stated the use of it yet.
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Table 3: Recent violence detection studies according to the datasets

.
Year | Approach Pre-processing method Dataset Results
Dual Spatio-temporal Convolutional Resize each frame to a fixed scale of 224 X 224, and sample 32 Hockey dataset 99%
2021
Network (DSTCN) [23] frames, generating input of shape 3 X 32 X 224 X 224 then
various data augmentation approaches movies dataset 100%
Hockey dataset 96%
resized frames to 224 X 224 X 3, which is the input size of used movies dataset 100%
2021 Pre-trained CNN+NN [3T]
DNNs (deep) violent flows dataset 96%
27
Real life Videos 97%
dataset [66]
provide the difference of consecutive frames as inputs, which Hockey dataset 99.50%
Separable Convolutional LSTM
2021 pushes the model to encode temporal changes between adjacent movies dataset 100%
Modules [33]
frames, improving motion capture. rwf-2000 dataset [14] 89.75%
Hockey dataset 98.995%
two-cascade Temporal Shift Modules convert the temporal information that is not apparent in one
2021 violent flows dataset 97.959%
[44] frame into spatial function data that may be extracted
27
rwf-2000 dataset [14] 89.277%
Hockey dataset 99.6%
movies dataset 100%
MSM + EfficientNet-B0O with violent flows dataset 98%
2021 RGB difference and morphological dilation
frame-grouping + TSE Block [38] [
rwf-2000 dataset [14] 92%
Real life Videos 97.8%
dataset
Surveillance Camera 92%
Fight Dataset [3]
Automated mobile neural architecture Hockey dataset 99%
2021 search network and ConvLstm along Simple Data Augmentation movies dataset 100%
with machine learning models for violent flows dataset 96%
classification [34] 27
Lightweight CNN for processing video Hockey dataset 98%
2021 stream acquired through vision sensor, | image augmentation (IMGAUG) technique [71]
and residential optical flow CNN used violent flows dataset 98.21%
for extracting temporal optical flow 27
features [73] Surveillance Camera 74%
Fight Dataset [3]

Figure [6] Figure[7} Figure 8] Figure [0} Figure and Figure [f illustrate the accuracy result of different methods
on different datasets

Surveillance Camera Fight Dataset

LIGHTWEIGHT CNN F,AND RESIDENTIAL OPTICAL FLOW

o
NN 74.00%

MSM + EFFICIENTNET-BO WITH FRAME-GROUPING + TSE
BLOCK

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Figure 5: violent behavior detection accuracy results on Surveillance Camera Fight dataset

4 Conclusions

Deep learning-based detection of violent behavior does not necessitate the human construction of feature extraction
algorithms that standard methods do. Alternatively, the video dataset can be used to train and learn to find the best
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Hockey dataset [52] 94.4%
VDstr: VIOLENCE DETECTION UNDER
linear interpolation on masked pixels to fill the missing movies dataset [52] 99.5%
2021 SPATIO-TEMPORAL REPRESENTATIONS
values in the SITS [I1] violent flows dataset [27] 90.6%
(12
rwf-2000 dataset [14] 93.8%
Hockey dataset [52] 97.5%
2021 SAM-GhostNet-ConvLSTM [45] SAM [76]
rwf-2000 dataset [14] 87.50%
Hockey dataset [52] 86.70%
2021 Hybrid CNN + LSTM [56] Video sampled to a frame-by-frame sequence then augmented movies dataset [52] 100%
violent flows dataset [27] 91.40%
Hockey dataset [52] 93%
movies dataset [52] 90%
2021 Flow Gated RGB [17] N/A
rwf-2000 dataset [14] 81%
Real life Videos dataset [66] 87.25%
2021 CNN-LSTM that based on IOT node [4] 10 frames from each movie were grabbed at periodic in- Mixed (rwf-2000 dataset [14]+ 73.35%
tervals and then scaled to 112 X 112 pixels. Additionally Real life Videos dataset [66])
changed the color scheme from BGR to RGB. The data
was then augmented, and finally normalized by a factor of
1/255.
2021 3D DenseNet, multi-head self-attention mecha- N/A Real life Videos dataset [66] 95.60%
nism, and BiConvLSTM [59]
2021 data-efficient video transformer (DeVTr) [I] N/A Real life Videos dataset [66] 96.25%
Hockey dataset [52] 99.1%
data augmentation techniques + resizing to 244 X 244 + movies dataset [52] 100%
2021 CNN(VGG16) and ConvLSTM [49]
normalization violent flows dataset [27] 98.4%
rwf-2000 dataset [14] 92.4%
Hockey dataset [52] 93.33%

Extraction of motion features from RGB
2020 N/A movies dataset [52] 100%
Dynamic Images [36]

Real life Videos dataset [66] 86.79%
2020 (RNNs) and (2D CNN) [72] N/A Real life Videos dataset [66] 96.74%
rwf-2000 dataset [14] 89.3%
multi-head Skeleton Points Interaction Hockey dataset [52] 96.8%
2020 N/A
Learning (SPIL) [67] violent flows dataset [27] 94.5%
movies dataset [52] 98.5%
Hockey dataset [52] 99.27%
2020 CNN BiLSTM [24] Extracted frames are reshaped to 100 X 100 pixels movies dataset [52] 100%
violent flows dataset [27] 98.64%
Hockey dataset [52] 96.96%

Resize and normalization and random cropping (RC) and
2019 Bidirectional Convolutional LSTM [25] movies dataset [52] 100%
random horizontal flipping (RHF)

violent flows dataset [27] 92.18%

Hockey dataset [52] 96%
2019 3D convolutional neural network [74] Person shape detection and frame resizing movies dataset [52] 99.9%

violent flows dataset [27] 98%

Hockey dataset [52] 98%
2019 CNN+LSTM [6] Resize and normalization

violent flows dataset [27] 92.19%

efficient video representation method. This method has a high degree of data adaptation and can produce improved
detection results. The Convolutional Neural Network was successful, because the picture identification results are
promising, the convolutional neural network-based technology has grabbed people’s interest from the start. CNN
has produced reliable results in video violence identification, but this method is supervised learning and requires a
large number of training samples as well as expensive hardware. For a long time, the LSTM algorithm overcomes
the phenomena of gradient extinction in video and can make greater use of the time dimension information. With
ongoing study, it is expected that new video violence detection frameworks based on deep learning will emerge in the
future. Although the methods of detecting violence in videos appeared some time ago, this research covers techniques
in this field from 2017 until now. Most of these techniques are based on the concept of deep learning, because it
(at least) does not need for using separate feature extraction algorithms that standard machine learning methods do.
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2019 CNN (pre-trained vggl9) followed by LSTM N/A Hockey dataset 98%
Hockey dataset [53] 99.28%
2018 Deep CNN using transfer learning N/A
movies dataset 99.97%
During the training step, data augmentation techniques Hockey dataset 97.1%
2017 Convolutional Long Short-Term Memory such as random cropping and horizontal flipping are used.
A segment of the frame of size 224 X 224 is cropped during movies dataset 100%
each training iteration. violent flows dataset [27] 94.57%
2017 Temporal examination of texture measures based on N/A violent flows dataset [27] 86.03%
the grey level co-occurrence matrix (GLCM)
Hockey dataset 94.42%
Global Motion-Compensated Lagrangian Features and|
2017 N/A movies dataset 94.95%
Scale-Sensitive Video-Level Representation
violent flows dataset [27] 93.12%
Hockey dataset 94.40%
2017 | Optical flow and pre-trained CNN N/A movies dataset 96.5%
violent flows dataset [27] 80.9%
Hockey dataset
PRE-TRAINED CNN+NN 96.00%
DUAL SPATIO-TEMPORAL CONVOLUTIONAL NETWORK... 99,00
BIDIRECTIONAL CONVOLUTIONAL LSTM 96.96%
DEEP CNN USING TRANSFER LEARNING 99.28%
3D CONVOLUTIONAL NEURAL NETWORK 96.00%

CNN+LSTM 98.00%
OPTICAL FLOW AND PRE-TRAINED CNN
GLOBAL MOTION-COMPENSATED LAGRANGIAN...
CONVOLUTIONAL LONG SHORT-TERMMEMORY 97.10%
CNN(VGG16) AND CONVLSTM
MULTI-HEAD SKELETON POINTS INTERACTION... 96.80%
FLOW GATED RGB
EXTRACTION OF MOTION FEATURES FROM RGB.... 9 %
HYBRID CNN + LSTM 86.70%
SAM-GHOSTNET-CONVLSTM 97.50%
VDSTR: VDSTR: VIOLENCE DETECTION UNDER SPATIO-... 94.40%
LIGHTWEIGHT CNN F,AND RESIDENTIAL OPTICAL...
AUTOMATED MOBILE NEURAL ARCHITECTURE... I
MSM + EFFICIENTNET-BO WITH FRAME-GROUPING +... :
CNN-BILSTM !
CNN (PRE-TRAINED VGG19) FOLLOWED BY LSTM I
MULTIPLE TWO-CASCADE TEMPORAL SHIFT MODULES
MULTIPLE SEPARABLE CONVOLUTIONAL LSTM... I 99.50%

80% 85% 90% 95% 100% 105%

Figure 6: violent behavior detection accuracy results on Hockey dataset

Alternatively, deep learning-based detection of violent behavior uses the video dataset to train and learn in order to
find the best efficient video representation method. The most reliable method in this review was Convolutional Neural
Network (CNN), because it produced reliable results in video violence identification. This review also found that for
long time videos the LSTM algorithm overcomes the phenomena of gradient extinction in video and can make greater
use of the time dimension information. As a conclusion, this review expects that more new video violence detection
frameworks based on deep learning will emerge in the future.
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Movies dataset

PRE-TRAINED CNN+NN 100.00%
| DUAL SPATIO-TEMPORAL CONVOLUTIONAL NETWORK... 100.00%
BIDIRECTIONAL CONVOLUTIONAL LSTM 100.00%
DEEP CNN USING TRANSFER LEARNING 99.97%
3D CONVOLUTIONAL NEURAL NETWORK 99.90%
OPTICAL FLOW AND PRE-TRAINED CNN 96.50%
GLOBAL MOTION-COMPENSATED LAGRANGIAN... 94.95%
CONVOLUTIONAL LONG SHORT-TERMMEMORY 100.00% |
CNN(VGG16) AND CONVLSTM 100.00% |
MULTI-HEAD SKELETON POINTS INTERACTION... 98.50%
FLOW GATED RGB 9000% ‘ ‘ ‘
EXTRACTION OF MOTION FEATURES FROM RGB... ‘ ‘ ‘ l00.00% |
HYBRID CNN + LSTM 100.00%
| VDSTR: VDSTR: VIOLENCE DETECTION UNDER SPATIO-., : l : : 99.50%
| AUTOMATED MOBILE NEURAL ARCHITECTURE... ‘ | ‘ dl00.00% |
MSM + EFFICIENTNET-BO WITH FRAME-GROUPING +... 1 | ‘ d00.00% |
CNN-BILSTM I | ! dl00.00% |
MULTIPLE SEPARABLE CONVOLUTIONAL LSTM... I I I __100.00% |

84% 86% 88% 90% 92% 94% 96% 98% 100% 102%

Figure 7: violent behavior detection accuracy results on Movies dataset
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