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Abstract

We consider a nonlinear initial boundary value problem in a two-dimensional rectangle. We derive variational for-
mulation of the problem which is in the form of an evolutionary variational inequality in a product Hilbert space.
Then, we establish the existence of a unique weak solution to the problem and prove the continuous dependence of the
solution with respect to some parematers. We proceed with the study of an associated control problem for which we
prove the existence of an optimal pair. Finally, we consider a perturbed optimal control problem for which we prove
a convergence result.
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1 Introduction

Our aim in this paper is to provide the variational analysis of an initial boundary value problem by using arguments
of evolutionary variational inequalities and history-dependent operators. The theory of variational inequalities started
in early sixty, based on arguments of monotonicity and convexity. Classical references in the mathematical and
numerical analysis of variational inequalities are [3], 12} 10, 13} [5, [6], for instance. Various applications in Mechanics
and, more specifically, in Contact Mechanics could be found in the books [II 2, [4] [T0] 21], 16, [IT], 15, &8, [7] and in
the special issue [I4]. Evolutionary variational inequalities are inequalities which involve the time derivative of the
solution and, therefore, they require an initial condition. Existence and uniqueness results for such inequalities can
be found in the books [19, 211 [8, @], for instance. Recently, there is an interest in the study of a special class of
inequalities, the so-called history-dependent variational inequalities. There are inequalities in which various functions
or operators depend on the history of the solution. Their study is motivated by important application in problems
involving constitutive laws for materials with memory, total slip or total slip rate friction laws. Existence, uniqueness
and regularity uniqueness results for such kind of inequalities can be found in [20] 2T], 22], for instance.

The problem we are interested in this paper leads, in a primal variational formulation, to an evolutionary variational
inequality. In contrast, its dual variational formulation is in a form of a histroy-dependent variational inequality. To
introduce this problem let L, h and T be given positive constants and denote Q = (0, L) x (—h,h). From now on we

*Corresponding author
Email addresses: aissa.benseghir@univ-setif.dz (Aissa Benseghir), hamid.benseridi@univ-setif.dz (Hamid Benseridi),
mourad.dilmi@univ-setif.dz (Mourad Dilmi)

Received: October 2021  Accepted: March 2022


http://dx.doi.org/10.22075/ijnaa.2022.24883.2843

264 Benseghir, Benseridi, Dilmi

use the notation (z,y) for a generic point in Q and the subscripts x and y will represent the partial derivative with
respect to the variables. The problem under consideration is the following [I§].

Problem P. Find the functions u = u(x,y,t) : [0, L] x [=h,h] x [0,T] = R and w = (x,t) : [0, L] x [0,T] = R such
that

Mgy + Eugy + iy + Guyy + g5 =0 for all (z,y) € Q, t €[0,T7, (1.1)
gy + Ggy + (A — p)igy + (B — Qugy + fB =0 for all (z,y) € Q, t€[0,T], (1.2)
u(0,y,t) =w(0,t) =0 forall ye[—h,h], t€]0,T], (1.3)
Mg (L, y,t) + Bug (L, y,t) =0 for all y € [—h,h], te[0,T], (1.4)
p(ty (L, y,t) + e (L,y,t) + Gluy (L, y,t) + wy(L,y,t)) =0  forall ye[—h,h], tel0,T]. (1.5)
iy (z, hyt) + g (2, 1)) + G(uy(z, h,t) + we(x,t) = gy (2, t) for all z €[0,L], t€0,T], (1.6)

(A = 2p)g (z, hyt) + (B — 2G)ugy(x, h,t) = fn(z,t) for all = €[0,L], te€[0,T].

= 20, o) + (B — 2G) (g, o 1)] < g, (18)
w(zx,t)
| (z, 1)l
p(u(z, —h,t) +w(z,t) + Gluy(z, —h,t) + wy(x,t)) =0 forall € [0,L], te[0,T], (1.9)

—(A = 2u) (U (x, —h,t) — (F — 2G) (ug(z, —h,t) =g if w(x,t) #0, forall z€l0,L], te€[0,T],

u(z,y,0) = up(x,y), w(zx,0) = wo(z), for all z €[0,L], y € [—h,h]. (1.10)

Problem P describes the equilibrium of a viscoelastic plate submitted to the action of body forces and tractions
and to nonlinear contact conditions on part of its boundary. Here €2 represents the cross section of the plate, u is the
horizontal displacement and w is the vertical displacement. The constants A and p are positive viscosity coefficients
and F and G are positive elastic coefficients. A brief description of equations and boundary condition in Problem P,
including their mechanical significance, follows.

First, equations and represent the equilibrium equation in which the functions ¢ = ¢g(z,y,t) :
Qx[0,7] —» R and fp = fe(x,y,t) : Q x [0,T] — R are the horizontal and the vertical components of the body
forces. Condition shows that the plate is fixed on the boundary x = 0 and conditions , show that
the boundary z = L is free of tractions. Next, conditions , represent the traction conditions. Here, the
functions ¢y = gy (z,t) : [0,L] x [0,T] = R and fx = fn(z,¢) : [0,L] x [0,T] — R denote the horizontal and the
vertical components of the traction forces which act on the top y = h of the plate. Condition represents the a
multivalued contact condition on the bottom x = —h in which g > 0 is given. Condition represents the frictionless
condition and, finally, represents the initial condition, in which the functions ug and wg are the initial horizontal
and vertical displacement, respectively.

The rest of paper is structured as follows. In Section[2]we list the assumptions on the data and derive the variational
formulation of problem P. In Section [3] we state and prove our main result, Theorem [2.I} which states the unique
weak solvability of the problem, see Theorem 11.3 in [9]. The proof is based on arguments of evolutionary variational
inequalities. In Section [3| we state and prove a convergence result, Theorem It states the continuous dependence
of the solution with respect to the data. Finally, in Section [4] we state and prove the solvability of an optimal control
problem associated the contact Problem P. Then, we derive a convergence result related to this optimal problem,
Theorem

2 Variational formulation

We start with some notation and preliminaries. Given a real Hilbert space Y we denote by (-, )y its inner product
and by || - ||y the associate norm, i.e. ||y||? = (u,u)y for all y € Y. For a normed space Y we denote by C([0,7];Y)
the space of the continuous functions defined on [0, 7] with values to Y, equiped with the canonic norm. Moreover,
| - lz(v,z) denotes the norm in the space of linear continuous operators on Y with values on the normed space Z.
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Everywhere below we use the standard notation for Lebesgue and Sobolev spaces. In addition, recalling that
Q= (0,L) x (—h,h), we introduce the spaces

V={ue H(Q):u(0,") =0}, W={weH0,L): w(0)=0}. (2.1)

Note that equalities u(0,-) = 0 and w(0) = 0 in the definitions of the spaces V and W are understood in the sense of
traces. The spaces V and W are real Hilbert spaces with the canonical inner products defined by

() = / /Q () + ety + uythy) dedy Vi €V, (2.2)

L
by = [ wptwaps) s VupeW, (23)
0
We also consider the product space X =V x W equipped with the cannonical inner product given by

(u,v) y = (u, )y, + (W, 9) Vu=(u,w), v=(y,p) €X, (2.4)

On the data of Problem P we make the following hypotheses.

A>0, E>0, pu>0, G>0. (2.5)
fB € L*(0,T; L*(Q0)), qp € L*(0,T; L*(Q)). (2.6)
fn € L*(0,T; L*(0,L)), qn € L*(0,T; L*(0, L)), (2.7)
g>0. (2.8)
up €V, wo € W. (2.9)

Under these assumptions we define the operators A, B : X — X, functional j : X — R, the function f: [0,7] - X
by equalities

(Au,v) = )\//Q gy daedy + ,u//ﬂ(uy + wy)(Yy + z) dady, (2.10)
(Bu,v)y = E//Q Uy dady + G//Q(uy + wy) (Yy + ps) dzdy, (2.11)
i) =g / ol dz, (2.12)
o= | / ()b dudy + / F5(t)p dady + / " anpvds + / " intpds, (2.13)

for all u = (u,w), v= (¢,9) € X, t € [0,T]. We also consider the initial data ug € X given by

Uy = (UO,U()). (214)

Note that the definitions above we do not specify the dependence of various functions on the variables x and y.

The variational formulation of the Problems P follows from a tedious calculus, based on standard arguments. For
this reason we skip the details and we restrict ourselves to describe the main steps of this calculus. We proceed
formally. Thus, we assume in what follows that u = (u(z, y,t), w(z,t)) represents a regular solution to the problem P,
v = (¢¥(z,y),p(x)) is an arbitraty element of X and ¢ € [0, 7] is fixed. Then, multiplying by 1 — 4, integrating
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the result over Q and using the boundary conditions (1.3)), (1.4]) and the definition (2.1]) of the space V' we deduce that

A [ el ) ) = o) dady [ o900 029) = iy 9. 0) dody

+F [ wala . 0a(e.9) = ol ) dedy + G [ [ @)y 0.0) = iy o 01)) dady
= /()L(Guy(x, h,t) + piy(x, b, 1)) (¥(x, h) — u(z, h,t)) dz

_ /OL(Guy(x, oy t) + gy (@, —hs £)) (o (, —h) — i, —h, 1)) da

+ / /Q a5 (D) (W, 1) — iz, y, £) )dzdy. (2.15)

Assume now that x € [0, L] is fixed. We integrate equation (1.2]) with respect to y on [—h, h] and deduce that

h

2hpp gy (2, 1) + 2h Gwgg (x,t) + (A — u)/
—h

h h
Ugy(z,y,t) dy + (E — G) / Uy (2, y, 1) dy + / fe(t)dy=0. (2.16)
—h —h
Then, using the boundary conditions (1.7)), (1.8) and notation
o(x,—h,t) = (A —2u)uz(x, —h,t) + (F — 2G)uy(x, —h,t), (2.17)

after some elementary calculus we find that

h h
—h —h
+G(ug(x, hyt) — ug(z, —h,t)). (2.18)
Next, we subtract equalities ([2.18) and (2.16) to deduce that
—2hG Wy (x,t) — 2hpp gy (z,t) = fn(x,t) —o(x,—h,t) + p(ix(x, b, t) — g (z, —h,t))
Gy (2, 1 t) — n (r, —h, 1) / Fu(t) (2.19)

To proceed, we multiply equality (2.19) with ¢ — w, then we integrate the result on [0, L] and perform integration
by parts to obtain that

e /Q wo (2, 8) (2, ) — 1 (a, £)) daly + / /Q o (2, 1) (0 (1, 1) — 1 (, 1)) dady,
L L
= / —o(x,—h,t)(e(x,t) —w(x,t)) de + u/ (g (x, hyt) — g (2, —h, t))(o(x,t) —w(x,t)) dz
0 0

L
e / o (2, 1y t) — g (2, —h, ) (p(a, £) — i (z, 1)) d

F2hG wy (L, t)(@(L,t) — (L, 1)) + 2hpaig (L, 1) (p(L, ) — (L, 1))

L
+/0 fn(e(x,t) fu')(x,t))der//Q fe(o(z,t) —w(x,t)) dedy. (2.20)

We now add equalities (|2 and (| and use integration by parts and the boundary conditions . to
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obtain

E// a2, 1) (Va2 9) — (2,9, >>dxdy+G// g (2, 1) Wy (2, ) — iy (2,1, 1)) ddly
=y / i) (0 (2,9) = (. 0) dody + [ / iy (2, 9, 1) (0 () — 1y (3,9, 1)) ddly
+6 [ [ e 0oule) = (o) dady [ [ il )oul,8) = (o) ddy
i [ / 0y )22 ) = o)y + [ [ i, 0,8) (02 (0,6) = ) dndy
= // qas(t)(Y(z,t) — u(z, vy, ))dscdy+/ In(e(x,t) —w(x,t)) de
L
+/QfB(cp(x,t) —w(x,t))dmdy—/o oz, —h ) (2, 1) — 1, 1)) da
L L
+/0 qn (z, t)(Y(x, t) — u(z, h,t) de — u/o Wy (2, ) (Y(x, t) — u(z, h,t) de

L L
—G/O we(z,t)(Y(x,t) — u(z, h,t) do + M/o Wy (z, t)(Y(x,t) — u(z, —h,t)dz
L
+G/0 wy(z, t)(Y(x,t) — u(x, —h,t) dz. (2.21)

Also, note that

L L
- / g (a0, ) (0, 1) — i, £) ez + o / g (2, )46 2, 1) — i, o ) = — g //Q g (2, £) 8y (2, ) — ity (2,9, 1)) ey

(2.22)
and
—G/ wo (2, 8) (1) — (b t)dm+G/ wo () (W, £) — (e, —h, ) da
_ —G// wa () (W (1) — ity (0,9, 1)) dcdy. (2.23)
Substituting (£.22) and (2.23) in [£:21) and using the definitions (2.10), ([@-11), (2.13) we obtain
(Au(t),v —u(t)) x + (Bu(t),v —a(t)) x + /OL o(x,—h,t)(p(x,t) —w(z,t))de = (f(t),v—u(t)),, (2.24)

for all v € X,t € [0,T]. Finally, using the boundary condition ([1.8) and notation (2.17), it is easy to check that
oz, —h,t)(e(x,t) —(z,t)) de < glp(z,t)| — glw(z,t)] Ve l0,L].

We integrate this inequality on [0, L] and use notation to deduce that
L
| om0t t) ~ (a1 d < () - (o), (2.25)
0

We now combine equality (2.24) with inequality (2.25)) and then use the initial conditions (1.10) and notation
(2.14). As a result we obtain the variational formulation of problem P.

Problem Py. Find a function u: [0,T] = X such that

{(Au(t), v —a(t)) x + (Bu(t),v —u(t))x +7(v) = j(a(t)) > (f{t),v —ut))x, (2.26)
u(0) = u. (2.27)
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forallv e X, t €[0,T]. Note that Problem Py represents an evolutionary variational inequality. Its unique solvability
will presented in the next section. Here we restrict ourselves to mention that the solution of this inequality will be
called a weak solution to Problem P. We also mention that in Section [d] we provide a second variational formulation
of Problem P, the so-called dual variational formulation, which, in fact, is equivalent with Problem Py, .

Our existence and uniqueness result in the study of Problem Py is the following.
Theorem 2.1. Assume (2.5)—(2.9). Then Problem Py has a unique solution with regularity u € C'*([0,T]; X).

The proof is carried out in several steps. The first one consists to investigate the properties of the operators A and
B and, with this concern, we have the following results.

Lemma 2.2. Assume that (2.5) holds. Then the operator A is linear, symmetric continuous and coercive, i.e. it
satisfies
(Av,v)y > ma|v]% forall ve X, with my > 0. (2.28)

Lemma 2.3. Assume that (2.5) holds. Then the operator B is linear, symmetric and coercive, i.e. it satisfies

(Bv,v)y > mp|ul% forall ve X, with mp > 0. (2.29)

The proof of Lemmas 2.2 and [2.3] are identical and are based on standard arguments. Nevertheless, for the
convenience of the reader we present, for instance, the proof of Lemma

Proof . The linearity and symmetry of the operator A are obvious. Moreover, an elementary computation shows that
(Av,v)x < 0+ 20) [ulxlvlix Y, ve X, (2.30)

which implies that A is continuous. Inequality (2.28)) is a direct consequence of the two-dimensional version of Korn’s
inequality. Indeed, consider an arbitrary element v = (¢(x,y), ¢(x)) € X. Then, the small strain tensor associated to
the two-dimensional displacement field v is given by

Yz % (wy + ¢z)

A (N

We have
le(W)|I> = e(v) - e(v) =7 + 5 (wy +¢.)?  ae on Q. (2.31)

Note also that the function v vanishes on the boundary = = 0 of the rectangle Q which is, obviously, of positive
one-dimensional measure and, in addition, since X can be identified as a subspace of H'(Q)?, we have v € H'(Q)%.
Therefore, using Korn’s inequality we obtain that there exists a constand cx > 0 which depends on h such that

[ 1t dudy > cxc [ (232

We now combine and to deduce that
/ (v:+ wywz) ?) dudy > cK//Q (V% + 4% + vy + ¢ + ¢7) dady
and then, using 7, we obtain that
[ 2+ 50+ 00?) dady = v (233
where ¢k depends on cx and L. On the other hand, using the definition of the operator A and inequality

we deduce that
(Av, V) > min(\, 2u) / (¥2 + 1/Jy + 02)?) dady. (2.34)
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We now combine ([2.33)), (2.34]) and assumption (2.5)) to see that inequality (2.28) holds with m 4 = ¢x min(X, 2u) > 0,
which concludes the proof. [

We are now in a position to provide the proof of Theorem [2.1

Proof . Using assumption it is easy to see that the functional j is a continuous seminorm on the space X.
Therefore, it follows from here that j is a convex lower semicontinuous function on X. In addition, assumptions ,
and definition imply that f € C(]0,T]; X). Moreover, assumption shows that the initial data satisfy
uy € V. Finally, Lemma[2.2] shows that A : X — X is a strongly monotone Lipschitz continuous operator and Lemma
implies that B : X — X is Lipschitz continuous operator. Theorem is now a direct consequence of Theorem
11.3in [9]. O

3 A continuous dependence result

In this section we study the dependence of the solution with respect the parametres E, G and g. To this end we
assume that (2.5)-(2.9) hold and we consider some positive constants E,, G, and g, which represent a perturbation
of E, G and g, respectively. Here p denotes a positive parameter which will converge to zero. We define the operator
B, and the function j, by equalities

Bav = By [ [ wovedady +G, [[ (w400, + ) dod, (3.1)

L
%) =y [ o) da (32)
for all u = (u,w), v = (¢, p) € X. Then, we consider the following variational problem.

Problem P{,. Find a function u, : [0,T] — X such that

<Aﬁp<t)7v - up(t»x + <<Bpup>(t)vv - up@))x +jp(v) - jp(ilp(t)> > <f(t)7v - ﬁp(t))>x (3.3)
u,(0) = uy, (3.4)

for all v e Xt € [0,T]. Using Theorem it follows that Problem Py has a unique solution u € C*(0,7; X) and, in
addition, Problem P}, has a unique solution u, € C'([0,7]; X). Our main result in this section is the following.

Theorem 3.1. Assume ([2.5)—(2.9) and, moreover, assume that

E,—-E, G,—G, g,—g as p—0. (3.5)
Then the solution u, of problem P}, converges to the solution u of the problem Py i.e

u, —u in CY[0,T];X) as p— 0. (3.6)

Proof . Let p > 0 and let ¢t € [0,7] be given. We use inequalities (2.26)) and (3.3) to deduce that

(Aua(t), u,(t) —u(t)) x + (Bu(t), uy(t) —a(t)) x +5(0,(t)) — j(a(t)) = (ft), 0, (t) —u(t)))x ,
(A, (t),u(t) —a,(t) x + (Bpu, (1), 0(t) =1y (1)) x + Jp((t)) = 5 (1, (1)) = (f (1), 0(t) — 0, (1)) x -

We now add these inequalities and use the property (2.28) of the operator A to obtain that
mallay(t) — )% < (Bpuy(t) — Bu(t), a(t) —a,(t)) x + jp(a(t)) = 5o(, () + j(a,(t)) —j(a(t). (3.7)
Next, we use the definitions (3.2)) and (2.12)) to see that

Jp(a(t)) = jp(y(t)) +5(0,(t) — j(u(t)) < clg, — glla,(t) — )] x (3.8)

where, here and below, ¢ represents a constant wich does not depend on p and whose value may change from line to
line. We now combine inequalities (3.7) and (3.8) to find that

mallu,(t) —a(t)llx < |[|Byu,(t) — Bu(t)|x +clg, — g (3.9)
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On the other hand, using definitions ([2.11)) and (3.1]) it is easy to see that

|Byu,(t) = Bu(t)[x < (B, +G,)llup(t) — u®)x + (1B, — E| + |G, — G [u(t) x. (3.10)

It follows now from assumption (3.5) that £, + G, < ¢ and, therefore, inequalities (3.9)), (3.10) imply

[, (t) — ()| x < elluy(t) —u@)|x + (B, — B[+ G, — GI) max [a(r)|lx +clgp — gl- (3.11)

Next, we use the initial conditions (2.27)) and (3.3]) to see that

t
[, () —u(®)llx < /0 [, (s) —als)| x ds, (3.12)
then we substitute this inequality in (3.11]) and use the Gronwall’s Lemma to obtain that

[, (t) —a(t)|x <c(|E, — E|+1G, — GI) max lu(r)llx + 19, — 9)- (3.13)

The convergence (3.6) follows now from inequalities (3.12)), (3.13)) and assumption (3.5). O

4 An optimal control problem

We now turn to an optimal control problem associated to Problem Py [I7]. and, to this end, we assume that 7
hold. We know that 2 = (0,L) x (—h,h) such that 00 =T, UT2UT3 et ' NT2NT3 =@, and W CV C X.
We consider Z = (L%(Q))? x (L*(0,L))? C (L*(2))?, and we note V x Z the Hilbert space undowed by the canonical
inner product.

Let M > 0 and ug € V a given element. Also, we define the set of admissible pairs V,q C X x Z by :

Vaa = {(u,f) € V x Z, such that (2.26) holds}. (4.1)
We consider the cost functional J: V x Z — R defined by :

1 M
J(u,f)=§||u—uOll%/+7||f||227 vV M >0. (4.2)

for all u = (u,w) € V and f = (¢, fB,qn, fN) € Z,
Then, the optimal control problem we study in this section is the following.
Probléme O. Find the couple (uy, f,,) € Vaa such that :

J(ug, fop) = min  J(u, f), 4.3
(a7 fop) = min, J(u.f) (43)

An element (uy, f,,) which solves Problem O is called an optimal pair and the corresponding traction f,, is called
an optimal control.

Our first result in the study of Problem O is the following.
Theorem 4.1. Assume that (2.5)4{2.9) hold. Then, there exists at least one solution (uy, f,,) € Vaq of Problem O .

Proof . Let

w= inf J(u,f)€eR, 4.4
Wi (u, f) (4.4)

and let {(un, f,,)} C Vaa be a minimizing sequence for the functional J, i.e.

lim J(u,,f,)=w. (4.5)

n—-+oo

We claim that the sequence { f,} is bounded in Z. Arguing by contradiction, assume that { f,,} is not bounded in
Z. Then, passing to a subsequence still denoted { f,,}, we have :

| follz = +o00 in Z as n — +oc. (4.6)
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We now use the definition (4.2)) to see that

vo| 5

J(un, f) 2 | £all%-

Therefore, passing to the limit as n — 400 in this inequality and using (4.6)), we deduce that :

lim J(u,,f,) = +oo. (4.7)

n—-+oo

The convergences (4.5) and (4.7) lead to a contradiction, then the sequence { f, } is bounded in Z. Therefore there
exists f,, € Z such that, passing to a subsequence still denoted { f.,}, we have

fon—Fo in Z as n— +o0. (4.8)
Let uy be the solution of the variational inequality (2.26) for f = f,, i.e.

uy €V, (Aay+ Buy,v —uy)y +j(v) —j(ay) > <f0p,V—llf>Z, Vv eV
Then, by the defenition (4.1]) of the set V,q we have

(ur, fop) € Vaa. (4.9)
Moreover, using the convergence (4.8) we have
u, —uy in X as n— +4oo. (4.10)

We now use the convergences (4.8)) and (4.10) and the weakly lower semicontinuity of the functional J to deduce that

lim inf J(un, f,,) > J(uy, fop)- (4.11)

n—-+oo

It follows now from (4.5)) and (4.11) that

In addition, (4.9) et (4.4) yield
w < J(ug, fop)- (4.13)

We combine now inequalities (4.12]) and (4.13]) to see that (4.3]) holds, which concludes the proof. [J

The uniqueness result of the solution of Problem O is given by the theorem below.

Theorem 4.2. Assume that J: V x Z — R is strictly convex and lower semicontinuous l.s.c, for all (u,f) € Vaq,
we have

lim J(u, f) = +o0. 4.14
Il (w,f) | =00 (2. f) ( )

Then there exists a unique (uy, f,,) € Vaa solution for Problem O, and conversely.
Proof . Let 19 = (ug, f) fixed in Voq. We put n* = (uy, f,,,) then
Ky ={n" € Vaa, J(n") < J(no)}-
It is easy to show that any solution of is also solution for
J) < J (W), Vo= (uy,f,) € Ky, (4.15)

and coversely. Therefor, we have J is strictly convex and holds, K, is convex and bounded in a Banach X.
It is weakly closed because J is l.s.c. for the weak topology. Then K, is weakly compact. We deduce that there
exists an element n* € K, which realizes the lower bound of J: K,; — R. The strict convexity of J results in the
uniqueness of the lower bound. [

We now investigate the dependence of the optimal pair (uy,f,,). Assume that (2.5)-(2.9) hold. (3.1) and (3.2)
represents the perturbations of the operator B and the function j repectively. And we define the perturbed set of

admisible pairs by
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Vpd ={(u,, f) €V x Z: (A, + Byuy, v, — W) x +5p(V) = Jp(0,) > (f,v, —0,)z, Vv, € X},

a

Then, we consider the following perturbed optimal control problem.
Probleme O°. Find (uy,,f,, ) € Vi, such that

Js ,fop )= min  J(u,,f). 4.16
(4, fop) = i () (4.16)

It follows from Theoremand Theoremthat7 for each p > 0, Problem O has at least one solution (ufp f Opp) €
VP .. Moreover, we have the following convergence result.

Theorem 4.3. Let {(uy ., f,,,)
exists a subsequence of the sequence {(uy ,f,, )}, again denoted {(uys ,f,, )} and a solution
O, such that

} be a sequence of solutions of Problem Of and assume that 1} holds. Then, there
uy, f,,) of Problem

us, —uy in X et f,, —f,, dans Z as p—0. (4.17)

op

Proof . Let p > 0 and denote uy, = (us,,wy,), fop, = (4Bop,, [Bop, ANop,: [Nop,). We use the definition (4.2) of
the functional J to obtain

M
>

2
J(ufphfopp) = 9 ” fopp”QZ — || fopp||2Z < ﬁ’](uf,ﬂfopp)' (418)

and, since (uf,,afop,,) is a solution of Problem Of, we have

2
I fop, I <

MJ(up,f), V (up, f) € Vaa- (4.19)

Next, since AOx = Oy, it follows that u, = Ox is a solution of Problem P{, we have for f,=0z. and, on the
other hand, it is easy to see that

1
J(0x.02) = 5 luol/%- (1.20)

We now take (u,,f) = (0x,0z) in (4.19) then use (4.20) to see that the sequence { f,, } is bounded in Z. Therefore,
passing to a subsequence again denoted { fopp}, it follows that there exists f,, € Z such that

Fop, > Fop 0 Z as p—0. (4.21)

Denote by uy the solution of Problem Py for f = f,,. Then, we have

(ur,fop) € Vaa, (4.22)
and, moreover, Theorem [3.1] yields
us —uy in X as p—0. (4.23)

We now prove that (uy, fop) is a solution to the optimal control problem O. To this end we use the convergences
(4.21), (4.23) and the weakly lower semicontinuity of the functional J to see that

lim inf J(u7,..£,,) > J (7. ). (4.24)

Next, we fix a solution (ﬁf,fop) for Problem O and, for each p > 0 we denote by 1, the solution of Problem P}, for

f,= fop It follows from here that (ﬁp,fop) € V?,. and, by the optimality of the pair (ug,, fop,) du Probleme O, we
have that _
Jug , fop) < J(@y, fo,), YV p>0.

We pass to the upper limit in this inequality to see that

limsup J(uy . f,,,) < limsup J(ﬁm:fop). (4.25)
p—0

p—0
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Now, remember that Uy is a solution of Problem Py for f = fop and 1, is a solution of Problem Py, for f, = fop.
Therefore, assumption (3.5]) allows to use Theorem As a result, we deduce that

u, —uy in X as p—0.

and, therefore, the continuity of the functional J: X — R telle que u — J (u,fop) yields

lim J (5, f ) = J (35, F.op)- (4.26)

We now combine (4.24)-(4.26)) to see that N
J(ag, fop) < J(Ug, fop)- (4.27)

On the other hand, since (ﬁf,fop) is a solution of Problem O, inclusion lb yields

J(ug, fop) = T (0, Fop)- (4.28)
We now combine (4.26))-(4.28]), to see that
J(ug, fop) = J(Gg, fop)- (4.29)
Therefore
(uy, f,p,) is a solution of Problem O. (4.30)

Theorem is now a consequence of (4.21)), (4.23) et (4.30). O

5 Conclusion

The purpose of this paper is to introduce the reader a mathematical model which arise in Contact Mechanics. Our
aim is: first, to present a sound and rigorous description of the way in which the mathematical model is constructed;
second, to present the mathematical analysis of this model which includes the variational formulation, existence,
uniqueness and convergence results. To this end, we used results on various classes of variational inequalities in Hilbert
spaces. Also, we used various functional methods, including monotonicity, compactness, penalization, regularization
and duality methods. Moreover, we paid a particular attention to the mechanical interpretation of our results. On
the other hand, we associated an control problem for which we proved an optimal pair.

References

[1] A. Benseghir, H. Benseridi and M. Dilmi, Transmission system for waves with nonlinear weights and delay, Int.
J. Nonlinear Anal. Appl. 13 (2022), no. 2, 971-982.

[2] A. Benseghir and M. Sofonea, An evolutionary boundary value problem, Mediter. J. Math. 13 (2016), 4463-4480.

[3] C. Baiocchi and A. Capelo, Variational and quasivariational inequalities: Applications to free-boundary problems,
John Wiley, Chichester, 1984.

[4] G. Duvaut and J.-L. Liouns, Inequalities in mechanics and physics, Springer-Verlag, Berlin, 1976.
[5] R. Glowinski, Numerical methods for nonlinear variational problems, Springer-Verlag, New York, 1984.

[6] R. Glowinski, J.-L. Lions and R. Trémolieres, Numerical analysis of variational inequalities, North-Holland,
Amsterdam, 1981.

[7] W. Han, S. Migérski and M. Sofonea Eds., Advances in variational and hemivariational inequalities, Advances in
Mechanics and Mathematics 33, Springer, New York, 2015.

[8] W. Han and B.D. Reddy, Plasticity: Mathematical theory and numerical aAnalysis, Springer-Verlag, New York,
1999.

[9] W. Han and M. Sofonea, Quasistatic contact problems in viscoelasticity and viscoplasticity, Studies in Advanced
Mathematics 30, American Mathematical Society, Providence, RI, International Press, Somerville, MA, 2002.



274
[10]
11]
12]

[13]

Benseghir, Benseridi, Dilmi

I. Hlavacek, J. Haslinger, J. Necas and J. Lovisek, Solution of variational inequalities in mechanics, Springer-
Verlag, New York, 1988.

N. Kikuchi and J.T. Oden, Contact Problems in elasticity: A study of variational inequalities and finite element
methods, STAM, Philadelphia, 1988.

D. Kinderlehrer and G. Stampacchia, An introduction to variational inequalities and their applications, Classics
in Applied Mathematics 31, SIAM, Philadelphia, 2000.

J.-L. Lions, Quelques méthodes de résolution des problémes aux limites non linéaires, Gauthiers-Villars, Paris,
1969.

S. Migérski, M. Shillor and M. Sofonea, Special sSection: Contact mechanics, Nonlinear Anal. Ser. B: Real World
Appl. 22 (2015) no. special issue, 435—679.

P.D. Panagiotopoulos, Inequality problems in mechanics and applications, Birkhduser, Boston, 1985.

M. Shillor, M. Sofonea and J.J. Telega, Models and analysis of quasistatic contact, Lecture Notes in Physics 655,
Springer, Berlin, 2004.

M. Sofonea, A. Benraouda and H. Hechaichi, Optimal control of a two-dimensional contact problem, Applicable
Anal. 97 (2018), no. 8, 1281-1298.

M. Sofonea and A. Benseghir, A nonlinear history-dependent boundary value problem, Quart. Appl. Math. 75
(2017), 181-199.

M. Sofonea and A. Matei, Variational inequalities with applications: A study of antiplane frictional contact
problems, Advances in Mechanics and Mathematics 18, Springer, New York, 2009.

M. Sofonea and A. Matei, History-dependent quasivariational inequalities arising in contact mechanics, Eur. J.
Appl. Math. 22 (2011), 471-491.

M. Sofonea and A. Matei, Mathematical models in contact mechanics, London Mathematical Society Lecture Note
Series 398, Cambridge University Press, Cambridge, 2012.

M. Sofonea and Y. Xiao, Fully history-dependent quasivariational inequalities in contact mechanics, Applicable
Anal. 95 (2016), no. 11, 2464-2484.



	Introduction
	Variational formulation
	A continuous dependence result
	An optimal control problem
	Conclusion

