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Abstract

This paper utilized a newly proposed algorithm based on meta-heuristics for the training of multilayer perceptrons
(MLP) that was developed using the idea of artificial gorilla troops optimizers. The precision and consistency of the
proposed method’s convergence as performance metrics. The Artificial Gorilla Troops Optimizer (GTO) was recently
proposed for use in training MLP, and it employs the five most common classification data sets currently available(
XOR, balloon, heart Iris, breast cancer) in the California University at Irvine UCI Repository. The newly Optimizers
(GTO) are used for the first time as a Multi-Layer Perceptron (MLP) trainer, and its results are compared to those
obtained using the more established grey wolf optimization (GWO), the whale optimization algorithm (WOA), and
the sine cosine algorithm (SCA). Previously, GTO was used to determine the best weights and biases for the optimal
solutions.
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1 Introduction

Neural networks (NN) are one of the most ground-breaking developments in the field of AI. By modeling neuronal
activity in the human brain, [I7] in the research literature [16], they typically attack classification problems. Many
different kinds of NNs have been proposed [4, [14] Self-referential the networks feed [20] the RBF network stands for
"radial basis function.” [9] a recurrent neural network, in addition to the convolutional neural network. For instance,
neural networks that ”spike” are a type of self-organizing network. In feed forward NNs (FNN), data is sent in a
single direction across the network. Recurrent NNs, on the other hand, as their name implies, allow for bi-directional
neuronal communication. The final process involves spiking. NNs cause neuronal stimulation with spikes. The use
of NNs in education is widespread. When a NN has the ability to learn, it means that it can improve itself through
exposure to new information. Like real neurons, artificial neural networks (ANN) can learn from experience and
improve with new information [I2]. Both supervised and unsupervised learning methods are applied commonly in this
setting. The first instance is when the NN is responding to feedback from the outside world (supervisor). On the
other hand, learning unsupervised, a NN makes changes to inputs (learns) without any additional external feedback
[18].

The two most important reasons for doing this work are as follows:
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e Exploration and exploitation are two strong points in GTO’s repertoire, which could propel it past the compe-
tition.

e There is still a problem with multi-solution stochastic trainers getting stuck at the local optimum.

Hamidzadeh et al. [I0] in proposed system DDC uses a distance-based decision surface with nearest neighbor
projection. DDC’s kernel type has been enhanced to include nonlinear data structures. DDC doesn’t require traditional
learning (like k-NN), searching time to find k-nearest neighbors, or optimization (unlike SVM) (SVM). DDC computes
the weighted average of training sample distances. Unclassified sample goes to class with least distance. Such a
rule can be utilized to derive a decision-making formula. DDC performed between k-NN and SVM in most cases.
DDC doesn’t include training. To increase DDC’s performance by using alternate or novel distances based on data
distribution. Sample data may be spherical for an effective projection line. Kernel and may be reducing data helps
get decision surfaces.

Mirjalili et al. [19] in proposed system utilization of These problems will be alleviated somewhat with the help of
the recently established Biogeography-Based Optimization (BBO) algorithm for training MLPs. In order to explore
the efficacy of BBO in training MLPs, we use five classification datasets in addition to six function approximation
datasets. The limitation of not being able to train BBO in other types of NNs, such as recurrence, Kohonen, or Radial
basis’(RBF) networks, as well as the method Biogeography-Based Optimization (BBO) and data set to balloon, iris,
breast cancer, heart, sigmoid, cosine with one peak, sine with four peaks, sphere, Griewank, and Rosenbrock.

Lee and Choeh [15] in the proposed system Create mathematical models that can accurately forecast the usefulness
of reviews and make available a tool that can locate the reviews that are the most valuable for a particular product.
The purpose of this research is to propose HPNN, which is a neural network-based helpfulness prediction model.
HPNN employs a back-propagation multilayer perceptron neural network (BPN) model to predict the level of review
helpfulness using the determinants of product data, the review characteristics, and the textual characteristics of
reviews. Specifically, this research will focus on how these factors interact with one another. Utilizing Artificial Neural
Networks, the Helpfulness Prediction Model (HPNN) Keep your attention solely on these results while you investigate
the factors that determine whether online consumer evaluations are positive or negative. In turn, individuals’ attitudes
toward internet buying can be changed by the provision of constructive feedback.

Mirjalili [I7] in proposed system First-time MLP training uses Grey Wolf Optimizer (GWO). Five classification
datasets and three function-approximation datasets are used to evaluate the proposed technique. The results are
compared to popular evolutionary trainers. PIL, PSO, GA, ACO, and ES are incremental learning methods (PBIL)
Five classification and three function-approximation datasets (XOR, balloon, Iris, breast cancer, and heart) were
trained using a GWO-based trainer (sigmoid, cosine, and sine). GWO hasn’t been used to identify the appropriate
number of hidden nodes, layers, and other MLP characteristics. This algorithm needs more research to be fine-tuned.

Ramchoun et al. [21I] proposed The Artificial Neural Network design is being optimized through the development
of a system. When it comes to finding the best solution to a nonlinear problem, the Genetic Algorithm is an approach
that works particularly well. Following training, this approach is analyzed to find the ideal weights matrix, as well as
the optimal number of hidden layers and connection weights in the Multilayer Perceptron. The problem of optimizing
the multilayer perceptron architecture has been recast by us as a constrained mixed-integer problem, which is the
subject of our latest model. The results that were obtained provide evidence of the satisfactory generalization of
neural network designs that are founded on iris data. The EBP method and approach Other databases provide only
a limited amount of instruction on real-world issues such as diabetes, thyroid disease, and cancer.

Aljarah et al. [3] proposed system a brand new training algorithm that was derived from the whale optimization
technique that was only recently proposed (WOA). It has been proved that this method is superior to other algorithms
in terms of performance and can solve a much wider variety of optimization issues. Because of this, we were compelled
to investigate its usefulness in the training of feedforward neural networks. WOA in the training for the MLP. The
high local optima avoidance and rapid convergence speed were the primary drivers behind applying the WOA to the
issue of training MLPs as a solution to the problem. At first, training MLPs was viewed as a minimization problem
rather than a problem that needed to be solved. It has been suggested that further varieties of ANNs should be
taught utilizing WOA. It is worthwhile to contemplate the manner in which WOA-trained MLPs can be applied to
the resolution of engineering classification issues. In addition, a significant contribution can be made by applying the
WOA-trained MLP to the resolution of datasets containing function approximation issues.

Hesami et al. [I3] proposed a system the Multilayer Perceptron- Nondominated Sorting Genetic Algorithm-II
was used to examine in vitro chrysanthemum sterilization. Modeling and optimizing the process were study goals
(MLP-NSGAII). MLP predicted contamination frequency and explant vitality. HgCl2, Ca(ClO)2, Nano-silver, H202,
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NaOCl, AgNO3, and immersion times were modeled (EV). Then, models were connected to NSGAII to optimize the
process, and sensitivity analysis was used to discover each input’s relevance. Both stages were taken for the best
outcomes. All training and testing R2 values were above 94%. According to MLP-NSGAII, 1.62% NaOCI for 13.96
minutes using procedure GA yields optimal CF (0.0%) and EV (99.98%) (MLP-NSGAII). FRP (MLP-NSGAII). MLP
does not evaluate multi-objective optimization methods in plant science, especially plant tissue culture.

Hesami et al. [I1] proposed a system a newly developed hybrid stochastic training approach for multilayer percep-
tron’s (MLPs) neural networks that make use of the grasshopper optimization algorithm that was just proposed (GOA).
The GOA algorithm is a relatively new method that has the ability to solve a wide variety of optimization-related
issues as a result of its adaptable and versatile search mechanisms. It is feasible to obtain a satisfying performance if
one avoids the trap of local optima and strikes a balance between the tendencies of exploration and exploitation. After
that, the GOAMLP model that was proposed is used to analyze data from five important datasets, including those
on individuals with breast cancer, Parkinson’s disease, diabetes, coronary heart disease, and orthopaedic conditions.
The GOA, GOA approach can be utilized for analyzing other varieties of NNs in addition to big data sets.

Samadianfard et al. [22] proposed system Al algorithms select the finest weights in neural network layers to extract
relevant input data attributes to generate an accurate model. Input data is essential for building the most accurate
predictive model and evaluating wind energy potential. In this study, a viable and robust method for predicting wind
speed for ten locations is proven by utilizing input data from neighboring reference locations. In the current study,
daily wind speed values are predicted using the MLP, MLP-WOA, and MLP-GA models for each of the ten target
stations. This approach forecasts wind speed without using climatic or atmospheric data. IRIMO employed several
statistical indicators to evaluate MLP-WOA. Unspecified data utilized.

Al-Badarneh et al. [2] proposed system A technique for training the MLP that makes use of three different evolu-
tionary classification algorithms. It is proposed to use the models GWO-MLP, PSO-MLP, and SSA-MLP. Accuracy,
fl-score, and g-mean are the three fitness functions that are adopted by the suggested approaches. Ten datasets that
are imbalanced are used to test these fitness functions. Calculations were made to determine the average results of
30 separate runs, the best values, and the standard deviations for each parameter. According to the findings, neither
approach is demonstrably superior to the other. Experiments, however, showed that when the dataset is imbalanced,
g-mean and f-score fitness functions have a clear advantage over the classification accuracy rate. This was the case
even though the classification accuracy rate was the fitness function that was originally chosen. When an increase in
the recall of both classes is required, it is recommended to use neuro-evolutionary models that have a g-mean fitness
function (e.g. major and minor). When the minor class is more significant than the major class, it is preferable
to use the f-measure of the minor class as the fitness function. It was decided not to investigate how the proposed
meta-heuristic approach for optimizing Convolutional Neural Networks (CNN) may be applied to complicated tasks
such as the classification of images and text. Declaration.

Ecer et al. [8] proposed results, Single models have a faster processing time, but they’re less accurate than hybrid
models. Numerous studies agree. Hybrid models make MLP-PSO faster and more precise than MLP—GA. Discussions
In this study, MLP-GA and MLP-PSO were used in two scenarios, with tanh(z) and the Gaussian function as default
output functions for 13 categories. RMSE and correlation coefficients were utilized to compare training and testing
model correctness and performance. Using tanh(z) as the output function enhanced model accuracy. MLP-PSO with
a population size of 125, followed by MLP—GA with a population size of 50, gave superior testing accuracy, as indicated
by RMSE values of 0.732583 and 0.7333063, MAPE values of 28.16% and 29.09%, and correlation coefficient values of
0.694 and 0.695, respectively. Single MLPs are faster to process, but they are less accurate than hybrid models. That
stock market swings won’t be dealt with adequately, despite being treated satisfactorily. The study’s return difference
is a problem.

2 The feed-forward neural network with the multilayer perceptron

As was discussed FNNs are NNs with unidirectional neuronal connections [I]. This NN stacks neurons in numerous
layers. First is input, then output. Hidden layers are between input and output. One-hidden-layer FNN or MLP [4].
MLPs output inputs, weights, and biases [Tl I7]. First, we compute the input weight summing by:

Sj = Z(Wij x X)) =05, j=12,..,h (2.1)
i=1

where n is the total number of input nodes, W;; represents the weight of the link from the ¢th input node to the
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jth hidden node, j is the bias (threshold) of the jth hidden node, and X; is the Ith input. n is the total number of
input nodes. The following calculation is used to determine the output of each concealed node:

1
(14 exp—(=5;))’

S; = sigmoid Sj = i=12..h (2.2)

Second the calculated results from the hidden nodes (hidden layar) are used to define the final results in the
following ways:

h
O =hY (Wir.S;) =0k, k=1,2,..,m (2.3)
j=1
Oy, = sigmoid(Oy) = ! kE=1,2,...,m (2.4)
k= S1g k) — (1 +eXp(—Ok))7 T Ly Ly ey .
First Hidden Second Last Hidden
Layer Hidden Layer Layer

P
x=[x1,%2,....Xn] . 7~ . Y/ . IIIIIIII . ; :
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Figure 1: General MLP Architecture [7].
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3 Artificial gorilla troops optimizer (GTO)

To optimize complex problems, researchers have developed a novel meta-heuristics algorithm called the ” Artificial
Gorilla Troop’s Optimizer” (GTO), which takes cues from the social and cooperative nature of real-life gorilla groups.
As with other metaheuristics, GTO’s convergence accuracy and stability suffer as the optimization problems to be
solved grow in complexity and variety [23]. These flaws necessitate the development of new mechanisms to carry out
exploration and exploitation and to help achieve better performance. A troop consists of a dominant adult male gorilla
(also called a silverback), several dominant adult females, and their offspring. Silverback gorillas are over 12 years
old and get their name from the distinctive hair that grows on their backs when they reach puberty. In addition,
the silverback is the leader of the entire troop and is responsible for making all decisions, mediating any conflicts
that arise, allocating food and other resources, planning and executing group travel, and ensuring everyone’s safety.
Male gorillas between the ages of 8 and 12 are considered ”black” because their silver fur is not fully developed. It is
common for Gorillas to leave their birth group to join a third. But occasionally a few of the male gorillas will decide
to stick around and keep following the silverback. These males may fight viciously for control of the group and access
to adult females if the silverback is killed. The concept of group behavior in wild gorillas serves as the inspiration
for the GTO algorithm’s unique mathematical model. Initialization, global exploration, and local exploitation are the
three separate steps that makeup GTO, much like they are in other intelligent algorithms.
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3.1 Initialization phase

Let’s pretend the D-dimensional space contains N gorillas. In order to specify where the ¢ — th gorilla is in the
universe, we can write X; = (z;1,%;2,...,%;,p), where I = 1,2,..., N. The establishment of a gorilla population can
thus be defined as:

Xnyp =rand(N, D) x (ub— Ib) + Ib (3.1)

The search range is defined by its upper and lower bounds, ub and (b, and the matrix X has A random number
between 0 and 1 is assigned to each element of the N rows and D columns in the matrix. denoted by rand(N, D).

3.2 Exploration phase

GX(t+1)=(ub—1Ib) xr2+1b, rl<p
(r3—C)x XA(t)+LxZxX(t), r1>0.5
X(t)—Lx(Lx(X(t)—XB(t)) +rdx (X(t) - XB(t))) r1<05 (3.2)

Here, t represents iteration times, X (¢) is the gorilla’s current position vector, and GX (¢ + 1) is the potential
search agent location for the next iteration. On top of that, each of the random numbers r1, 72,3, and r4 is a number
between 0 and 1. Two positions among the current population of gorillas, X A(¢) and X B(t), were chosen at random.
p is a fixed value. Using the problem’s dimension as an index, Z is a row vector whose elements’ values are drawn at
random from [—C, C]. In addition, C is determined by solving for it in Eq .

C = (cos(2 x r5) + 1) x (1 — t/Maxiter) (3.3)

where cos(e) is the cosine function, r5 is a positive real number between 0 and 1, and Maxiter is the maximum
number of iterations. It is possible to calculate L, the value of the parameter in Eq. (3.4)):

L=0Cxl (3.4)

where [ is an arbitrary number between —1 and 1. After all possible GX (¢t + 1) solutions have been generated as
a result of the exploration, their fitness values are compared. In the event that GX outperforms X, it will be kept
and used in place of X. This is indicated by the condition F(GX) < F(X), where F(e) is the fitness function for the
problem in question x(t). Furthermore, the best option available at the time is now deemed to be the silverback. An
X of the Silverback.

3.3 Exploitation phase

When a new troop of gorillas is formed, the silverback is the dominant male and is at the peak of his strength and
health. They follow the silverback gorilla’s every directive as they forage for food and provide for him. Unavoidably,
the silverback will age and die, and in his place, younger blackbacks in the troop may engage in Fighting over mating
and leadership with other males. GTO’s exploitation phase models following the silverback and competing for adult
female gorillas. W is introduced to control this transition. If C' in Eq. is greater than W, follow the silverback’s
first mechanism. Math expression:

GX(t+1)=Lx M x (X(t) — Xsilverback) + X (¥) (3.5)

In this case, the best solution found so far is denoted by Xsilverback, and the current position vector is denoted
by X (t), and L is also evaluated using Eq. (3.5). The value of M could also be determined by utilizing Eq. (3.6):

M = (3 wi(0)/N s ) 57 (36)

i=1

where N is the total number of individuals and Xi(t) is a vector representing the location of a gorilla.
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GX(t + 1) = Xsilverback — (Xsilverback x Q — X (t) X Q) x A (3.7)
Q=2x7r6—-1 (3.8)

A=¢xE, E=N1,77>05 (3.9)

N2,77 < 0.5 (3.10)

It is the current position, denoted by X (t), and the impact force, @, that is calculated with Eqgs. (3.7),(3.8). A
random number between 0 and 1 is used for 76 in Eq. . As an added bonus, Eq. can be used to assess the
effectiveness of the coefficient A used to simulate the level of violence in the game. With Eq. denoting a constant,
we can determine what numbers represent E. (3.10). Equation includes 7, which is also a number chosen at
random from the range [0,1]. Normal distribution E(1,D) if 7 0.5 coincidental events, and D is the number of
spatial dimensions. But if r7 is less than half, F will be equal to a random quantity that fits neatly into the normal
distribution. After the exploitation phase is complete, the values of the candidate’s fitness for the newly produced
GX(t+ 1) problem are computed. GX is preserved if F(GX)F.(X) and optimize, while the optimal solution resides
within each and every one of us.is shorthand for the hybrid Xsilverback, and it’s a silverback. An example of GTO’s
pseudo code can be found in Algorithm.

Follow the silverback Migrate to unknown

C=w ) . Start Exploitation phase

Exploitation
Start Exploritation phase

(C<w)
(Rand > 0.

(Rand< 0.
Compotation for adult .
females Migrate to around Move to other gorilla
unknown places

Figure 2: Gorilla Troops Optimizer Has Different Stages [I].

4 Artificial gorilla troops optimizer -based MLP trainer

While training an MLP with meta-heuristics, the representation of the problem is the first and most crucial step
[5]. Therefore, it is important to frame the MLP training problem in a way that whether or not metaheuristics are
acceptable. As introduced, the weights and biases are the most crucial settings when training an MLP. A trainer’s task
is to find the optimal combination of the weights and the biases that leads to the best classification, close approximation,
and classification rate forecasting are all possibilities. Therefore, the weights and biases are the independent variables.
Since the GTO algorithm expects the variables to be presented as a vector, the MLP’s variables are presented in this
format:

V={W,0} = {Wi1,Wia, ... Wnpn,01,0,...0,} (4.1)

W;; j is the bias (threshold) of the I — th hidden node, and n is the number of input nodes. Next, specify the
GTO objective function. Training an MLP aims to increase its classification, approximation, or prediction accuracy.
Sample training and testing. MLPs are evaluated using MSE. In this metric, the MLP is fed a predefined set of
training samples, and the difference between the desired and actual output is measured using the following formula.

MSE = i(of —dh? (4.2)

i=1
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Algorithm 1 GTO

: Populate Maximum iterations are N and Maxiter.
Randomly generate X; (I =1,2,..., N) gorillas.
Determine each gorilla’s fitness.

While t < Maxiter do.

Equation. Update C.

Calculate. Change L Equation. (2.4)).

x; Per gorilla/” Exploration gate”

Update gorilla’s location using Equation
End for

Assess gorilla fitness.

: Save the best solution, silverback. Xsilverback
: Do X; for each gorilla/” Exploitation gate”

If ¢ > W then

Update gorilla’s location using Equation

: Else

Update gorilla’s location using Equation
end ”If”

End For

Update gorilla fitness values.

Global best solution update Xsilverback
:t=t+1

: End

Create the world’s best product, Xsilverback, and improve its fitness.

[ I N N e e e e e e
L el e R e T A -l > el =

where dk I is the output that should be produced by the ith input unit using the kth training sample, while Of
is the output that actually gets produced. where the value of m represents the number of outputs. The capacity
of an MLP to generalize from examples provided during training is directly related to how well it performs. As a
consequence of this, the performance of the MLP is evaluated by calculating the typical mean square error across all
training samples:

k=1

where s = training samples, m = outputs, dk I is the desired output of the ith input unit with the kth training
sample, and ok I is the actual output. After all, the variable and average MSE for the GTO algorithm can be used to
formulate the MLP training problem as follows: To reduce:

F(V) = Mean Squared Error (4.4)

Impact of biases and weights Assumed Training Samples Mean Squared Error Weights and biases are provided by
GTO to MLP, and in return, GTO is given the overall average MSE for all training sample. Given that the weights
and the biases tend to converge on the best MLPs that have been obtained to this point, there is a good chance that
the MLP would get better with each iteration. The stochastic nature of GTO means that it cannot be relied upon to
always return the best MLP for a given dataset. However, as the MLPs are evolved using the best MLPs obtained so
far, the population-wide average MSE decreases over time. Basically, if you run the GTO algorithm enough times, it
will converge on a solution that is superior to the initial solutions that were generated at random. In the following,
we look into why the GTO algorithm is so effective when training on the MLP in real world..

5 Discussion and Results

In this subsection, five standard classification datasets from the (UCI) Machine Learning Repository [6] are used
to train the proposed GTO-based MLP trainer (breast cancer, balloon iris, heart, XOR).

For this dataset, the MLP’s output must be the Boolean XOR of the input. Table results show that GTO-MLP,
GWO-MLP, and WOA-MLP all achieve a perfect classification rate 100%.
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Table 1: The standard classification datasets
datasets M.L.P. structure Number of attributes

3-bitsXOR 3.7.1 3

Iris 4.9.3 4

Heart 22.45.1 22
Balloon 4.4.9 4
Breast cancer 9.19.1 9

Table 2: Results from experiments on the XOR dataset
Algorithm Classification rate MSE (AVE+ STD)

GTO-MLP 100% 0.009410 £ 0.029500
GWO-MLP 100% 0.009410 +£ 0.029500
WOA-MLP 100% 0.0006524 £ 0.00049
SCA-MLP 62.5% 0.118739 £ 0.011574

The Balloon dataset consists of two classes, eighteen training/test samples, and four attributes. This dataset’s
trainers have 55 dimensions. The findings are tabulated below. The table results demonstrate that across all algo-
rithms, classification accuracy is 100%.

Table 3: Experimental research results from the balloon dataset

Algorithm Classification rate = MSE (AVE+ STD)

GTO-MLP 100% 0.009410 +£ 0.029500
GWO-MLP 100% 9.38¢ — 15+ 2.8le — 14
WOA-MLP 100% 4.6le — 24 £7.52e — 23
SCA-MLP 100% 0.000585 £ 0.000749

The Iris dataset contains three different classes, a total of 150 training and test samples, and four different attributes.
As a result, the MLP structure for resolving this dataset is of the form 4-9-3, and there are seventy-five variables
involved in the issue. The outcomes of training several distinct algorithms are laid out in Table below. In comparison

to other algorithms, the results shown in Table demonstrate that the GTO-MLP algorithm achieves the highest
classification rate of 92%.

Table 4: Experimental results for the iris-dataset

Algorithm Classification rate MSE (AVE+ STD)

GTO-MLP 92% 0.0229 £ 0.0032

GWO-MLP 88% 0.089912 + 0.123638
WOA-MLP 100% 0.009410 +£ 0.029500
SCA-MLP 27% 0.084050 +£ 0.035945

The breast cancer dataset contains two classes and nine attributes across 599 training samples. Trainers solve this
dataset 10 times, and the aggregated results are tabulated below. The table results show that compared to other
algorithms, GTO-MLP has the highest classification rate at 99%.

Table 5: Experiments done on breast cancer data

Algorithm Classification rate MSE (AVE+ STD)

GTO-MLP 99% 0.0012 £ 7.4498e — 05
GWO-MLP 98% 0.003026 £ 0.001500
WOA-MLP 98% 0.003026 +£ 0.001500
SCA-MLP 85% 0.089912 £ 0.123638

The algorithms’ final success came with the heart dataset, a classification problem with twenty-two features, eighty
training samples, one hundred eighty-seven test samples, and two classes. These algorithms are training MLPs with
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a 22-45-1 structure. The tabulated findings are presented below. As can be seen in the table below, GTO-MLP
algorithms achieve the highest classification rate of any algorithm tested, at 90%.

Table 6: Experiments done on breast cancer data

Algorithm Classification rate MSE (AVE+ STD)

GTO-MLP 90% 0.0229 £ 0.0032

GWO-MLP 88.75% 0.089912 + 0.123638
WOA-MLP 37.5% 0.084050 £ 0.035945
SCA-MLP 75% 0.122600 £ 0.007700

6 Conclusion

Recently, the GTO algorithm was proposed, and its first use as an MLP trainer can be found in this paper. This
research was driven by a curiosity about the extensive capabilities. The extremely high degree of this algorithm for
exploration and exploitation. In the beginning, there was the GTO algorithm. to be presented the difficulty involved
in training an MLP. After determining the algorithm’s optimal weights and biases, they put it to use. Five common
classification datasets (XOR, balloon, Iris, breast cancer, and heart) datasets were used to test the proposed GTO-
based trainer. Results from the GTO-MLP algorithms were compared to one another to those from the combination of
five different stochastic optimizations simulators for confirmation. The outcomes demonstrated the effectiveness of the
proposed approach in training MLPs. The GTO-MLP, for one, avoids local optima at a very high level, increasing the
likelihood that good approximate values for the weights and biases that should be used in MLPs will be found. And
because the GTO-MLP trainer is so well-utilized, the optimal weights and biases that are derived from it are extremely
precise. Strong and poor performances of other algorithms were also identified, and their causes were discussed in
this paper. It was found that the GTO algorithm is useful in determining the optimal values for MLP structural
parameters like nodes and layers hidden. Further study into the finer points of this algorithm’s tuning is warranted.
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