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#### Abstract

In the present paper, the relatively new method of Radial Basis Function-Generated Finite Difference (RBF-FD) is used to solve a class of Partial Differential Equations (PDEs) with Dirichlet and Robin boundary conditions. For this approximation, Polyharmonic Splines (PHS) are used alongside Polynomials. This combination has many benefits. On the other hand, Polyharmonic Splines have no shape parameter and therefore relieve us of the hassle of calculating the optimal shape parameter. As the first problem, a two-dimensional Poisson equation with the Dirichlet boundary condition is investigated in various domains. Then, an elliptic PDE with the Robin boundary condition is solved by the proposed method. The results of numerical studies indicate the excellent efficiency, accuracy and high speed of the method, while for these studies, very fluctuating and special test functions have been used.
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## 1 Introduction

A significant part of the numerical analysis literature, is devoted to the numerical solution of PDEs. In the past decades, a wide variety of methods have been developed to solve these equations. Some researchers believe that Finite Difference Method (FDM), Finite Element Method (FEM) and Spectral methods are three macro strategies for numerical solution of PDEs. FDM and FEM are very well-known and widely used methods. Spectral methods have also proven their abilities in solving various problems, including Fractional Differential Equations (FDEs), Delay Differential Equations (DDEs), and nonlinear problems [5, 6, 7, 8, 34, 54].

However, due to some problems especially in scattered nodes approximation, in recent years, a new generation of numerical methods have emerged, which are referred to as Meshless methods, and are becoming the fourth major strategy. The main attractiveness of the Meshless methods is due to their high flexibility in solving problems with
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Figure 1: Two stencils consisting of 29 nodes on two different node distributions.
higher dimensions, complex geometries and irregular or unstructured node distributions [1, 35, 41, 45]. Radial basis functions play a vital role in these methods because of their ability to interpolate and approximate scattered data [21, 27, 28, $30,32,33,42, ~ 52, ~ 53] . ~$

The RBF-FD method, is a young method that has been established in the last two decades 46, 49, 50. This method, with the help of RBFs, approximates the weights of finite differences for local domains, in such a way that it can be applied on scattered nodes and any spatial dimension desired 9.

The RBF-FD method can be implemented in different situations, especially in large-scale actual problems and this is one of the prominent features of this method. In [37], an adaptive RBF-FD scheme is used to solve elliptic problems with point singularities. A high dimensional time fractional convection-diffusion equation, is investigated in 38 using the RBF-FD method. This method is also used for solution of GKdVB equation in 40 . The method is applied to thoracic diaphragm simulations in 51. Atmospheric flow, Navier-Stokes equations and Shan-Chen model are also analyzed in [2, 24, 48. For more information on other features of the method, one can refer to [18, 27, 29, 43] and references therein.

In the structure of the method, different RBFs could be used. Infinitely smooth RBFs have been used in several articles, especially in the early years of the method [11, 14, 19, 25, 47. The use of this type of functions, in addition to its good features, will also have limitations such as calculating the optimal shape parameter [12, 13, 22, 26]. In recent years, good studies have been conducted on the role of polynomials and polyharmonic splines in the RBF-FD method [15, 17, 23]. The results of these studies indicate that combining polynomials with polyharmonic splines has great advantages and relieves us of the limitations we had in the RBF-FD methods based on infinitely smooth RBFs 9, 16, For example, in some RBF-FD methods that use radial functions with the shape parameter such as Multiquadrics [12, 13] or Inverse Quadratics [39], sometimes we have to use symbolic computation to find the optimal value of this parameter, which is costly. It was mentioned that this problem had been solved in the proposed method. On the other hand, suitable features of RBF-FD methods like sparsity, geometric flexibility and easy implementation are still maintained in this combination. The PHS+poly-based RBF-FD method is a well-established numerical procedure that could be applied to various complicated issues. For instance in [15, excellent performance of the method for some challenging test cases, and for some equations that are close to actual application is shown. Therefore, in this paper we will use this fresh and improved version of RBF-FD method which is based on PHS augmentation with polynomials, to solve some elliptic PDEs.

In Section 2, the method will be described in detail. In Section 3, using special test functions, the method will be analyzed on the two-dimensional Poisson equation in different domains, with different degrees of polynomials and different PHS functions. Then, with the help of the obtained results, in section 4, an elliptic PDE with the Robin boundary condition will be examined. To highlight the capabilities of the method, highly oscillatory coefficients and test functions will be used. Finally, important results and suggestions for future works will be presented.

## 2 RBF-FD method using Polyharmonic Splines alongside Polynomials

As mentioned before, the RBF-FD method works locally. Consider the node $\mathbf{x}=\mathbf{x}^{*}$ in a problem domain. Using $\mathbf{x}=\mathbf{x}^{*}$ and $(n-1)$ nodes surrounding it, we will form a stencil consisting of $n$ distinct nodes. These stencils could be in any shape for each node (refer to Fig. 11). To approximate a linear operator such as the differential operator $\mathcal{L}[$.$] at$ the point $\mathbf{x}=\mathbf{x}^{*}$, we can use a linear combination of the values of $u(\mathbf{x})$ at the points forming the stencil of $\mathbf{x}=\mathbf{x}^{*}$ as follows:

$$
\begin{equation*}
\mathcal{L}\left[u\left(\mathbf{x}^{*}\right)\right] \approx \sum_{i=1}^{n} w_{i} u\left(\mathbf{x}_{i}\right) \tag{2.1}
\end{equation*}
$$

in which $\left\{w_{i}\right\}_{i=1}^{n}$ are the unknown weights and $n$ is the stencil size. In calculating conventional Finite Difference formulas, one of the simplest algorithms to find the unknown weights is to use polynomial interpolation. A special change in the RBF-FD method, is the use of radial functions for finding the unknown weights. Therefore computing the unknown weights in the RBF-FD manner, unlike the classical FD, is not grid-based and can be easily applied on scattered nodes and dimensions of more than one [27].

Suppose the interpolant $s(\mathbf{x})$ of the form:

$$
\begin{equation*}
s(\mathbf{x})=\sum_{i=1}^{n} \alpha_{i} \phi\left(r_{i}(\mathbf{x})\right)+\sum_{j=1}^{k} \beta_{j} p_{j}(\mathbf{x}) \tag{2.2}
\end{equation*}
$$

where $r_{i}(\mathbf{x})=\left\|\mathbf{x}-\mathbf{x}_{i}\right\|$, is the standard Euclidean distance between the point of interest $\mathbf{x}$ and a node at $\mathbf{x}_{i}$ and $\phi\left(r_{i}(\mathbf{x})\right)$ is an RBF centered on $\mathbf{x}_{i}$. In this article, we have used PHS functions as RBFs which are of the form:

$$
\begin{equation*}
\phi(r)=r^{2 m-1} \quad, \quad m \in \mathbb{N} \tag{2.3}
\end{equation*}
$$

It is remarkable that, if the Highest Polynomial Degree (HPD) desired to include in the $d$-dimensional method, is $\operatorname{HPD}=l$, then $\left\{p_{j}(\mathbf{x})\right\}_{j=1}^{k}$ is a basis polynomials up to degree $l$ in $d$ dimensions with $k=\binom{l+d}{l}$. For instance, if $d=2$ and $l=3$, then $k=\binom{3+2}{3}=10$, and the polynomial basis would be of the form:

$$
\begin{equation*}
\left\{1, x, y, x^{2}, x y, y^{2}, x^{3}, x^{2} y, x y^{2}, y^{3}\right\} \tag{2.4}
\end{equation*}
$$

Enforcing the Eq. 2.1 to be exact for the interpolant $s(\mathbf{x})$ with matching constraints:

$$
\begin{equation*}
\sum_{i=1}^{n} \alpha_{i} p_{j}\left(\mathbf{x}_{i}\right)=0, \quad j=1,2,3, \ldots, k \tag{2.5}
\end{equation*}
$$

yields the following linear system:

$$
\left[\begin{array}{cc}
\mathbf{A} & \mathbf{P}  \tag{2.6}\\
\mathbf{P}^{T} & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{w} \\
\mathbf{v}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b} \\
\mathbf{c}
\end{array}\right]
$$

The components of the above system are as follows:

$$
\begin{gather*}
\mathbf{A}=\left[\begin{array}{cccc}
\phi\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{1}\right\|\right) & \phi\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{2}\right\|\right) & \ldots & \phi\left(\left\|\mathbf{x}_{1}-\mathbf{x}_{n}\right\|\right) \\
\phi\left(\left\|\mathbf{x}_{2}-\mathbf{x}_{1}\right\|\right) & \phi\left(\left\|\mathbf{x}_{2}-\mathbf{x}_{2}\right\|\right) & \ldots & \phi\left(\left\|\mathbf{x}_{2}-\mathbf{x}_{n}\right\|\right) \\
\vdots & \vdots & \ddots & \vdots \\
\phi\left(\left\|\mathbf{x}_{n}-\mathbf{x}_{1}\right\|\right) & \phi\left(\left\|\mathbf{x}_{n}-\mathbf{x}_{2}\right\|\right) & \ldots & \phi\left(\left\|\mathbf{x}_{n}-\mathbf{x}_{n}\right\|\right)
\end{array}\right]_{n \times n},  \tag{2.7}\\
\mathbf{P}=\left[\begin{array}{cccc}
p_{1}\left(\mathbf{x}_{1}\right) & p_{2}\left(\mathbf{x}_{1}\right) & \ldots & p_{k}\left(\mathbf{x}_{1}\right) \\
p_{1}\left(\mathbf{x}_{2}\right) & p_{2}\left(\mathbf{x}_{2}\right) & \ldots & p_{k}\left(\mathbf{x}_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
p_{1}\left(\mathbf{x}_{n}\right) & p_{2}\left(\mathbf{x}_{n}\right) & \ldots & p_{k}\left(\mathbf{x}_{n}\right)
\end{array}\right]_{n \times k},  \tag{2.8}\\
\mathbf{w}^{T}=\left[\begin{array}{llll}
w_{1} & w_{2} & \ldots & w_{n}
\end{array}\right]_{1 \times n} \tag{2.9}
\end{gather*}
$$

$$
\begin{gather*}
\mathbf{v}^{T}=\left[\begin{array}{llll}
v_{1} & v_{2} & \ldots & v_{k}
\end{array}\right]_{1 \times k}  \tag{2.10}\\
\mathbf{b}^{T}=\left[\begin{array}{llll}
L \phi\left(\left\|\mathbf{x}^{*}-\mathbf{x}_{1}\right\|\right) & L \phi\left(\left\|\mathbf{x}^{*}-\mathbf{x}_{2}\right\|\right) & \ldots & L \phi\left(\left\|\mathbf{x}^{*}-\mathbf{x}_{n}\right\|\right)
\end{array}\right]_{1 \times n},  \tag{2.11}\\
\mathbf{c}^{T}=\left[\begin{array}{llll}
L p_{1}\left(\mathbf{x}^{*}\right) & L p_{2}\left(\mathbf{x}^{*}\right) & \ldots & L p_{k}\left(\mathbf{x}^{*}\right)
\end{array}\right]_{1 \times k} . \tag{2.12}
\end{gather*}
$$

The unknown weights $\left\{w_{i}\right\}_{i=1}^{n}$, could be find by solving the system 2.6. It is worth saying that the weights contained in $\mathbf{v}$ would be disregarded after solving the system.

In summary, the steps for implementing the RBF-FD method on a PDE, can be listed as follows:

- (i) Node generation;
- (ii) Defining for each evaluation point, a stencil consisting of some neighbor nodes;
- (iii) Constructing an approximation for each differential operator, using a linear combination of the values of the unknown function at the nodes scattered in the stencil;
- (iv) Computing the weights or differencing coefficients for each stencil;
- (v) Substituting the earned approximations in step (iv) for derivatives, at each node in the PDE, to earn the corresponding final system;
- (vi) Solving the final global system.

Several factors could affect the accuracy of RBF-FD methods. For example, to find the neighbor nodes concluded in each stencil, different algorithms could be used. Here we have used the Matlab command knnsearch for this purpose. In the method proposed here, determining the following three items, also play an important role in the robustness of the method:

- (i) The number of nodes included in each stencil or stencil size;
- (ii) The kind of PHS radial function;
- (iii) The highest degree of polynomial should be included to support the approximation.

We analyze these triple items in our numerical investigations. It is notable that in the current paper we represent the stencil size with $n$, the PHS radial function with $\phi(r)$ and the highest polynomial degree included, with HPD. Besides, showing the efficiency of the method, the following root mean square (RMS) error is used:

$$
\begin{equation*}
\text { RMS error }=\sqrt{\frac{\sum_{i=1}^{N}\left(u_{\text {exact }}\left(\mathbf{x}_{i}\right)-\hat{u}\left(\mathbf{x}_{i}\right)\right)^{2}}{N}}, \tag{2.13}
\end{equation*}
$$

where $u_{\text {exact }}\left(\mathbf{x}_{i}\right)$ and $\hat{u}\left(\mathbf{x}_{i}\right)$ are achieved by exact and approximate solutions on points $\mathbf{x}_{i}$ and $N$ is number of nodal points.

In sections 3 and 4, for the numerical experiments, we will use the following problem domains in two structured and unstructured forms of node distributions:

$$
\begin{align*}
& \Omega_{1}=\{(x, y) \mid 0 \leq x, y \leq 1\}  \tag{2.14}\\
& \Omega_{2}=\left\{(x, y) \mid x^{2}+y^{2} \leq 1\right\} \tag{2.15}
\end{align*}
$$

and

$$
\begin{equation*}
\Omega_{3}=\left\{(x, y) \mid 0 \leq x, y \leq 1 \text { and }(x-0.5)^{2}+(y-0.5)^{2} \geq 0.09\right\} . \tag{2.16}
\end{equation*}
$$

Some examples of these domains are plotted in Fig. 2. Halton points are used in unstructured node distributions. This type of distributions as well as the diversity of the used domains, show the geometric flexibility of the method.

At the end of this part, the algorithmic form of the steps to approximate the RBF-FD weights for each node, is presented as follows:


Figure 2: Examples of problem domains considered for test functions in the current paper. Unstructured node distributions are generated using Halton nodes.

- Input $\mathrm{n}, \phi(r)$ and HPD.
- Step1. Compute the entries of the matrices $\mathbf{A} 2.7$, $\mathbf{P} 2.8$ and also the entries of the vectors $\mathbf{b} 2.11$ and $\mathbf{c}$ 2.12.
- Step2. Solve the system 2.6.
- Output w 2.9.

It should be noted that all the codes used to extract the numerical results, were written and implemented using Matlab R2013b in a system with the following specifications:

ASUS X555LPB, Processor: Intel(R) Core(TM) i7-5500U CPU 2.40GHz, RAM: 6 GB, Storage space: 931.51 GB.

## 3 Analysis of the proposed RBF-FD method on a two-dimensional Poisson equation in different problem domains

The problem and the examples considered here in Section 3, have already been studied by several researchers using different methods. Among them are [12] and [53], which use RBF-FD methods based on multiquadrics and RBF-HFD method. In the methods based on radial functions with shape parameters, calculation of the optimal shape parameter is very important and of course this is associated with some difficulties. In the current method, we could get good answers in various domains without these difficulties. Our studies show that the method presented here, could be applied to various problems with high accuracy and speed.

In this section, we will analyze the method on a two-dimensional Poisson problem, which is defined as follows:

$$
\begin{equation*}
\Delta u=f \text { in } \Omega, \quad u=g \text { on } \partial \Omega, \tag{3.1}
\end{equation*}
$$

in which $\Delta$ is the Laplace linear differential operator and $f$ and $g$ are computed using the known exact solution.

Table 1: The RMS error for the problem (3.1) with the known solution $\sqrt{3.2}$ on $\Omega_{1}$ using Halton nodes. Besides $\mathrm{N}=1681$, $n=31$ and the results for different PHS radial functions and HPDs are reported.

| $\phi(r)$ HPD | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: |
| $r^{3}$ | $8.05427 \mathrm{e}-04$ | $4.47451 \mathrm{e}-05$ | $2.53787 \mathrm{e}-05$ |
| $r^{5}$ | $2.38292 \mathrm{e}-04$ | $1.52933 \mathrm{e}-05$ | $8.03749 \mathrm{e}-06$ |
| $r^{7}$ | $6.02989 \mathrm{e}-05$ | $7.50932 \mathrm{e}-06$ | $5.03431 \mathrm{e}-06$ |

Table 2: The RMS error for the problem (3.1) with the known solution $\sqrt[3.2]{ }$ on $\Omega_{1}$.

| Structured: |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\phi(r)=r^{7}$, | $\mathrm{HPD}=7$, | $n=101$ |  |  |

### 3.1 First Example

Suppose the function:

$$
\begin{equation*}
u(x, y)=\sin (\pi x) \cos (2 \pi y) e^{-\left(x-\frac{1}{4}\right)^{2}-\left(y-\frac{1}{2}\right)^{2}} \tag{3.2}
\end{equation*}
$$

as the first test function for the problem (3.1). We have applied the method for the function (3.2), on two different problem domains $\Omega_{1}$ and $\Omega_{3}$ (refer to Fig. 22). The results are described below in detail.

In Table 1. the RMS error for the problem (3.1) with the known solution (3.2), using 1521 Halton nodes in $\Omega_{1}$ and 160 structured nodes on $\partial \Omega_{1}$ is reported. The stencil size is $n=31$ and the results for different PHS RBFs and different levels of polynomials are expressed. Note that with proportional changes in the radial function and the degree of the polynomial, more accurate results could be obtained. To better understand the effect of these changes, refer to Fig. 3

Our studies show that, the role of polynomials is more prominent than PHS radial functions and stencil size. Also, similar results are reported in [9. To explore the fact, in Fig. 3, the RMS errors of the problem (3.1) with the known solution 3.2 on $\Omega_{1}$, for different stencil sizes and for increasing number of total nodes N is represented. The node generation is unstructured and Halton nodes are used here again. As it is clear from the figure, by changing the degree of the polynomial, the accuracy of the answer is severely affected and the slope of the error curve changes. But by changing the radial function, the slope does not change almost, and the error curve goes a little higher or lower. Stencil resizing is also less effective than the other two factors. Besides, while the number of total nodes increases, the errors are decreasing.

In Table 2, the RMS error of the problem (3.1) with the known solution (3.2) on $\Omega_{1}$ for both structured and unstructured node distributions and the different number of total nodes is brought. In this table and the further tables, the CPU time is also reported in seconds. Table 3 is same as Table 2 but for $\Omega_{3}$. Both tables show the accuracy and power of the method to solve the problem, even in irregular domains and node distributions.

Table 3: The RMS error for the problem 3.1 with the known solution 3.2 on $\Omega_{3}$.

## Structured:

| Structured: <br> $\phi(r)=r^{7}$, | HPD $=6$, | $n=91$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| N | RMS error | CPU Time | $\mathrm{N}, r)=r^{7}$, | HPD $=6$, | $n=31$ |
| 214 | $1.29272 \mathrm{e}-04$ | 2.17 |  | RMS error | CPU Time |
| 534 | $1.53429 \mathrm{e}-05$ | 5.91 | 420 | $7.12328 \mathrm{e}-06$ | 0.79 |
| 1288 | $2.96984 \mathrm{e}-07$ | 15.54 | 845 | $2.25808 \mathrm{e}-06$ | 1.77 |
| 1610 | $3.53384 \mathrm{e}-07$ | 21.41 | 1416 | $4.77374 \mathrm{e}-07$ | 2.78 |



Figure 3: The effect of stencil resizing, changing the radial function and the highest polynomial degree included, on the accuracy of the answer for the problem (3.1) with the known solution $(3.2$, while the number of total nodes N is increasing.

Table 4: The RMS error for the problem (3.1) with the known solution 3.3) on $\Omega_{2}$.

| Structured: <br> $\phi(r)=r^{7}$, | $\mathrm{HPD}=7$, | $n=101$ | Unstructured: <br> $\phi(r)=r^{7}$, | $\mathrm{HPD}=7$, | $n=81$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| N | RMS error | CPU Time | N | RMS error | CPU Time |
| 757 | $2.35125 \mathrm{e}-12$ | 13.87 | 817 | $4.19991 \mathrm{e}-12$ | 9.10 |
| 2041 | $1.14965 \mathrm{e}-14$ | 42.17 | 2144 | $1.77112 \mathrm{e}-13$ | 23.81 |
| 3981 | $1.07612 \mathrm{e}-15$ | 84.14 | 4098 | $4.16535 \mathrm{e}-14$ | 47.33 |
| 6529 | $3.06171 \mathrm{e}-16$ | 141.70 | 6683 | $6.13439 \mathrm{e}-15$ | 81.05 |

### 3.2 Second Example

Now we will perform the method for the problem (3.1) with the new test function:

$$
\begin{equation*}
u(x, y)=\frac{25}{25+(x-0.2)^{2}+2 y^{2}} \tag{3.3}
\end{equation*}
$$

in the unit disk $\Omega_{2}$.
In Table 4, the RMS error of the problem (3.1) with the known solution (3.3) on $\Omega_{2}$ for both structured and unstructured node distributions and the different number of total nodes is shown. The results, show the robustness of the method, and the errors earned here, are better than the errors reported in 53 .

## 4 The method implementation on two-dimensional elliptic PDEs with Robin boundary condition

In this section, using the information earned from the analysis of the proposed method in Section 3, we will perform the method on the following problem:

$$
\begin{cases}\Delta u+u=f, & \text { in } \Omega  \tag{4.1}\\ \frac{\partial u}{\partial \mathbf{n}}+p \cdot u=g, & \text { on } \partial \Omega,\end{cases}
$$

where $\Delta$ is the Laplace linear differential operator, $f$ and $g$ are computed using the known exact solution, $\mathbf{n}$ is the outward unit normal on the boundary $\partial \Omega$ and $p$ would be given as a coefficient function.

Table 5: The RMS error for the problem 4.1 with the known solution 4.2 on $\Omega_{1}$.

| Structured: <br> $\phi(r)=r^{5}$, | $\mathrm{HPD}=2$, | $n=31$ | Unstructured: |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\phi(r)=r^{5}$, | $\mathrm{HPD}=2$, | $n=25$ |  |  |  |
| N | RMS error | CPU Time | N | RMS error | CPU Time |
| 441 | $4.34194 \mathrm{e}-13$ | 0.95 | 441 | $8.32795 \mathrm{e}-13$ | 0.77 |
| 961 | $2.56154 \mathrm{e}-13$ | 2.13 | 961 | $4.63491 \mathrm{e}-13$ | 1.67 |
| 1681 | $1.92028 \mathrm{e}-12$ | 3.75 | 1681 | $9.44722 \mathrm{e}-13$ | 2.56 |
| 2601 | $1.86218 \mathrm{e}-12$ | 5.88 | 2601 | $6.18215 \mathrm{e}-13$ | 4.34 |

Shivanian in [44, has analyzed the problem (4.1) using the PSMRPI and PSMRPHI techniques. There are also other papers, such as [3, 4, 20, 31, in which the problem (4.1) has been solved using different methods. It is remarkable that in [10] and [36], the existence and uniqueness of the solution of the problem (4.1) are explored.

In this section, we will implement the method in three examples. In all numerical experiments, the problem domain $\Omega_{1}$, with both structured and unstructured node distributions, is used. To better show the power of the method, we will use highly oscillatory test functions and also coefficient functions in the boundary condition.

### 4.1 First Example

Suppose the following function as the first model problem:

$$
\begin{equation*}
u(x, y)=2 x+y+1 \tag{4.2}
\end{equation*}
$$

besides consider the coefficient function in the boundary condition as:

$$
\begin{equation*}
p(x, y)=81 x \tag{4.3}
\end{equation*}
$$

Note that, for a node such as $\mathbf{x}_{i}$ on the bondary $\partial \Omega_{1}$, the outward unit normal is defined as follows:

$$
\begin{equation*}
\mathbf{n}=n_{1}\left(\mathbf{x}_{i}\right) \mathbf{i}+n_{2}\left(\mathbf{x}_{i}\right) \mathbf{j} \tag{4.4}
\end{equation*}
$$

and therefore $\frac{\partial u}{\partial \mathbf{n}}$ would be of the form:

$$
\begin{equation*}
\frac{\partial u}{\partial \mathbf{n}}=n_{1}\left(\mathbf{x}_{i}\right) \frac{\partial u\left(\mathbf{x}_{i}\right)}{\partial x}+n_{2}\left(\mathbf{x}_{i}\right) \frac{\partial u\left(\mathbf{x}_{i}\right)}{\partial y} \tag{4.5}
\end{equation*}
$$

Now, using the exact solution (4.2), the coefficient function (4.3), and the preceding relations, we can calculate the right-hand side of the problem (4.1) and also the right-hand side of the boundary condition.

In Table 5 , the RMS error of the problem (4.1) with the known solution (4.2) on $\Omega_{1}$ for both structured and unstructured node distributions and the different number of total nodes is shown. It was predictable that the errors earned from the approximation for this example, would be very low. Because the exact solution 4.2 and also the coefficient function (4.3) are easy polynomials.

### 4.2 Second Example

Suppose the following function as the second model problem:

$$
\begin{equation*}
u(x, y)=\sin (\pi x) \sin (\pi y) \tag{4.6}
\end{equation*}
$$

and also consider the following:

$$
\begin{equation*}
p(x, y)=x^{2} y \tag{4.7}
\end{equation*}
$$

In Table 6, the RMS error of the problem (4.1) with the known solution (4.6) on $\Omega_{1}$ for both structured and unstructured node distributions and the different number of total nodes is shown. It can be seen that even with a significant increase in the number of points, the computational efficiency in terms of execution time is acceptable.

Table 6: The RMS error for the problem 4.1 with the known solution 4.6 on $\Omega_{1}$.

| Structured: <br> $\phi(r)=r^{5}$, | $\mathrm{HPD}=2$, | $n=51$ | Unstructured: |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| N | RMS error | CPU Time | N | RMS error | CPU Time |
| 5041 | $5.26674 \mathrm{e}-03$ | 27.10 | 5041 | $1.57956 \mathrm{e}-03$ | 13.56 |
| 6561 | $4.01846 \mathrm{e}-03$ | 39.03 | 6561 | $1.76129 \mathrm{e}-04$ | 19.68 |
| 8281 | $3.29422 \mathrm{e}-03$ | 52.72 | 8281 | $9.75582 \mathrm{e}-05$ | 28.82 |
| 10201 | $2.55551 \mathrm{e}-03$ | 71.48 | 10201 | $5.23174 \mathrm{e}-04$ | 42.91 |

Table 7: The RMS error for the problem 4.1) with the known solution 4.8 on $\Omega_{1}$.

| Structured: <br> $\phi(r)=r^{7}$, | $\mathrm{HPD}=3$, | $n=71$ | Unstructured: |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\phi(r)=r^{7}$, | $\mathrm{HPD}=3$, | $n=61$ |  |  |  |
| N | RMS error | CPU Time | N | RMS error | CPU Time |
| 2601 | $3.29733 \mathrm{e}-04$ | 25.78 | 441 | $2.71953 \mathrm{e}-03$ | 3.63 |
| 3721 | $1.85728 \mathrm{e}-04$ | 37.01 | 961 | $1.89856 \mathrm{e}-04$ | 7.22 |
| 5041 | $1.13979 \mathrm{e}-04$ | 51.49 | 1681 | $8.80267 \mathrm{e}-05$ | 12.44 |
| 6561 | $8.20834 \mathrm{e}-05$ | 68.73 | 2601 | $9.90478 \mathrm{e}-05$ | 19.26 |

### 4.3 Third Example

Now, as the last example, consider the following test function:

$$
\begin{equation*}
u(x, y)=\frac{\arctan (2(x+3 y-1))}{\arctan (2(\sqrt{10}+1))} \tag{4.8}
\end{equation*}
$$

and highly oscillatory coefficient function:

$$
\begin{equation*}
p(x, y)=e^{\left(-y^{2}+\cos (4 \pi x) \sin (3 \pi y)\right)} \tag{4.9}
\end{equation*}
$$

Same as the other examples, in Table 7, the RMS error of the problem (4.1) with the known solution (4.8) on $\Omega_{1}$ for both structured and unstructured node distributions and the different number of total nodes is shown. The errors and CPU times are perfect and acceptable for this particular example.

## 5 Conclusion

In the current paper, a very efficient version of the RBF-FD method is used to solve some PDEs. In this formulation, polynomials and polyharmonic splines are used together to approximate the unknown weights. The most important advantages of this combination are eliminating the computational complexity of the previous methods in finding the optimal shape parameter, and also to increase the speed and accuracy of the approximation. In this article, we first applied the proposed method to a Poisson problem with Dirichlet boundary conditions in regular and irregular domains, as well as on the structured and unstructured distribution of nodes. The performance of the method was compared in these different situations, and the earned results showed high strength and accuracy of the method in all conditions. In the next step, we applied the method to a two-dimensional boundary value problem with Robin boundary conditions. The implementation of the method was compared in two different node distributions. The accuracy of the results and the speed of the calculations, compared to the methods that use radial functions dependent on a shape parameter, were very suitable, even for more challenging and highly oscillatory examples. For future works, it would be suggested the method experiment on nonlinear problems or other complicated situations such as biharmonic equations.
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