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Abstract-- The lack of access to reliable databases, as well 

as the small number and imbalance of databases, is one of the 

main limitations of using machine learning methods in power 

systems, which can reduce efficiency and cause distrust in the 

results obtained from these methods. One of the solutions 

used to solve this problem is the use of Synthetic data 

generation. Two deep generative architectures, Generative 

Adversarial Network (GAN) and Variational Auto Encoder 

(VAE), are currently used to generate synthetic data. Due to 

the novelty and importance of the subject, until now, a 

comparative study has not been done on the research 

conducted in this field, in terms of subject classification, with 

an emphasis on validation methods of synthetic production 

databases. The purpose of this research is to review the 

studies done in this field up to now and examine the research 

trends for the future. In this regard, after introducing the 

principles of GAN and VAE deep architectures, the subject 

of synthetic data generation using the mentioned methods in 

power systems has been studied comparatively. 

 
Index Terms-- Synthetic data; Deep learning; Generative 

Adversarial Network; Variational Auto Encoder; Power 

systems. 

I.  INTRODUCTION 

ith the new approach in power systems and the 

transition to a smart grid, the use of artificial 

intelligence and its latest achievement, deep 

learning, in solving power system problems, has become 

more important. Among these cases, we can mention the 

prediction of random renewable production, the prediction 

of the amount and type of consumption in the smart 

distribution network based on the concept of smart homes, 

the evaluation of the condition and health measurement 

system of equipment based on continuous monitoring, etc. 

[1]. Due to the implementation of deep learning methods 

on the mentioned databases, problems arise in practice. 

These problems are divided into two main parts: Small 

databases and unbalanced databases.  A small database 

will increase the risk of overfitting. In power systems, due 

to matters related to the rules of keeping confidential 

information and non-disclosure policies, the time-

consuming or costly nature of data collection, or technical 

matters such as the low number of faults compared to 

normal work conditions and the lack of accurate 

documentation of abnormal situations. Performance, there 

is a problem of lack of data in public databases. According 

to the mentioned cases, the use of synthetic data generation 

methods is a necessary prerequisite for applying machine 

learning methods in general and especially deep learning 

in power systems databases. An unbalanced database is a 

database whose labeled data is unequally distributed 
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among classes. Databases in power systems are often 

unbalanced in practice, and this problem will hurt the 

classification accuracy of deep learning-based methods so 

that the problem of overfitting and reducing the 

generalization of the obtained model is threatened If it is 

possible to add a set with a sufficient number of similar 

synthetic data to the primary database, both the problems 

of the small number of the database and the unbalanced 

distribution of data in the respective classes can be solved 

simultaneously. 

 The problems in the power systems that are solved by 

using deep generative methods are as follows: 
- Rules related to the non-disclosure of specific data 

in public 

- Lack of labeled data and sufficient numbers due to 

difficulty or time-consuming process 

- The problem of imbalanced databases  

Although a comprehensive study has been done in [2] 

in the field of classification of research conducted in the 

production of synthetic electrical networks in power 

systems, the said research is mostly based on network 

design based on graph theory, in line with systemic 

studies, and according to the authors, So far, there has not 

been a study in the field of reviewing the researches done 

in the field of synthetic databases in the power systems 

with thematic classification approach and stating the 

methods and limitations with an emphasis on identifying 

the validation methods of synthetic databases. With the 

introduction of smart grids and the use of new 

technologies for measuring system parameters such as 

electric current, voltage, and load databases have been 

provided for efficiency and analysis of system 

performance. The use of synthetic data is a solution to 

solve the problems of these databases for the optimal use 

of various methods of machine learning, especially deep 

learning in solving system problems. The purpose of the 

present research is to review and categorize the studies 

conducted on this emerging issue along with suggestions 

for further research in the future. The innovation of this 

article can be categorized as follows: 

1- A comparative study on the research conducted 

using deep generative methods for synthetic data 

generation in power systems. 

2- Subject classification emphasizes technical and 

statistical validation methods of synthetic databases. 
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II.  PRINCIPLES OF GAN  

The GAN network is a method to create a set of 

synthetic data that is similar to the real data set in terms of 

statistical distribution. Fig.1 shows the working principles 

of the GAN network. The GAN network training 

algorithm is such that first the D network is trained by the 

real data set to solve a binary classification problem. On 

the other hand, block G is stimulated by a random input 

and creates a random output. The random output is fed to 

block D. The purpose of block G is to produce data that 

are so similar to real data that block D classifies them in 

the real set group. With an error backpropagation pattern, 

the weights of the G network are updated in this direction. 

According to the progress of the training of the D function 

in each step, the G function produces more accurate data 

in each step to mislead the D block. This competition goes 

so far that the data produced by block G will be very 

similar to the real data, and with the victory of block G 

over block D, the goal of GAN architecture is achieved. 

The term adversarial in GAN architecture refers to this 

process of competition. And finally, the victory of block G 

[3]. 

 

Fig. 1. Principles of GAN network [4] 

Various types of GAN networks have been introduced 

during the research conducted to improve the performance 

of this architecture. The difference between some of these 

proposed models is in the architectural building used in the 

building blocks of the network. Deep Convolutional GAN 

(DCGAN), Conditional GAN (CGAN), and Semi-

Supervised GAN (SSGAN) can be mentioned among 

these cases. 

DCGAN uses deep convolutional architecture in the 

discriminator and generator part [5]. In CGAN, the input 

of the generating block is no longer a simple noise vector, 

and additional information is applied to it according to the 

nature of the problem for which the synthetic data is 

created [6]. Although GAN is classified under 

unsupervised machine learning, by converting the 

discriminator block into a multi-class classification, the 

learning type is changed to semi-supervised. SSGAN 

architecture is used to generate synthetic data in multi-

class databases [7]. Some of the research has focused on 

improving the methods of optimizing the training process 

in GAN networks. One of the most important models 

proposed in this field is Wasserstein GAN (WGAN). In 

the WGAN algorithm, the Wasserstein distance criterion 

is used to measure the difference between the real data and 

the data generated by the network. This criterion is used in 

statistics to compare the difference between two different 

data distributions. Improving the gradient vanishing 

problem, which is one of the basic problems of deep 

learning, is one of the other achievements of the WGAN 

algorithm [8-9]. 

III.  PRINCIPLES OF VAE  

The Variational Auto Encoder is one of the types of 

auto-encoder neural networks that can learn the statistical 

parameters of the domains in the database. In the VAE 

algorithm, in the middle layer, the data is developed as a 

normal distribution with a certain mean and variance as a 

statistical distribution, and instead of acting on the 

deterministic vector located in the middle layer, the 

decoder block operates on a Stochastic vector generated 

based on the normal distribution. As a result, the synthetic 

data, which is the purpose of using VAE, is produced in 

the output of the decoder block. Fig. 2 shows the principles 

of the VAE network [10]. 

 

 

Fig. 2. Principles of VAE network [10] 

 

 

Fig. 3. The process of generating synthetic load profile data in the transmission section of the power systems [11] 
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IV.  DATABASES IN THE GENERATION, TRANSMISSION AND 

DISTRIBUTION SYSTEMS 

In power systems, databases are formed in the 

generation, transmission and distribution sectors. Among 

these cases, we can mention voltage and current data 

recorded in phasor measurement units (PMU) and electric 

load information recorded by smart meters. The nature of 

the load in these studies is modeled as a time series. Using 

deep models to predict time series requires large amounts 

of recorded data. These data are recorded in the form of 

voltage and current in the transmission section by phasor 

measurement units. Deep generative methods can be used 

in the Data augmentation stage. 

 In [11], a CGAN model is proposed to generate 

synthetic load profile data in the transmission sector of 

power systems. Fig. 3 shows the process of running the 

algorithm. This research aims to produce a continuous 

load profile according to the season and type of load, and 

for effective forecasting, in addition to real raw data, 

additional information is needed such as season, type of 

load, and consumption pattern. This additional 

information requires that instead of using the simple GAN 

algorithm, the CGAN model is used to apply the 

mentioned conditions to the input of the network. 

The Energy Density Spectrum (EDS) method has been 

used as a measurement criterion for two real and synthetic 

databases. This tool is used to measure random fluctuating 

components in time series.  

In [12], another study has been done on creating a 

synthetic database using real data obtained from PMU. 

PMU's actual data collection is sometimes restricted by 

non-disclosure laws. The authors of the article created a 

synthetic database of voltage and current values of PMUs 

by using the GAN network to classify system events and 

improve the accuracy of the production database in the 

field of discovering system events such as load shedding, 

transmission line interruption, and busbar faults. The 

research has aimed to classify the events in the 

transmission sector more precisely. The modal analysis 

method has been used to check the efficiency of the 

generated database. Power system state variables in this 

analysis are the criteria for comparing two databases. 

Another part of the research, in the field of synthetic 

load profile generation, is dedicated to the issue of non-

technical losses in the distribution sector or electricity 

theft. Today, with the expansion of the use of 

cryptocurrency mining tools, the power grid has faced a 

serious threat, especially in countries that provide cheap 

electricity to consumers. In [13], variable autoencoder 

architecture is used to discover the electricity theft pattern. 

Considering that the definite cases detected in the field of 

discovering electricity theft patterns in the distribution 

system are very few, the need to use generative methods 

to generate synthetic electricity theft data is important. The 

model used for this purpose is the CVAE architecture. 

Load profile changes are applied to the input of a CVAE 

model in the few cases of power theft, and by 

implementing the variable auto encoder random 

mechanism, synthetic power theft load profiles are 

obtained at the output. The attack patterns have been used 

as a measurement criterion for the production database to 

more accurately discover the phenomenon of electricity 

theft. In addition, two original and synthetic databases 

have been compared with the Kullback-Leibler statistical 

distribution variance measurement parameter. In the 

science of statistics, the KL divergence criterion is 

mentioned as an index to measure the degree of divergence 

of a probability distribution from a secondary probability 

distribution. Values close to zero in the KL criterion 

indicate that we can expect similar behavior (not the same) 

from two distributions. The relation (1) describes the 

method of obtaining the value of this criterion [13]: 

𝐷𝐾𝐿(𝑝||𝑞) =∑𝑝(𝑥𝑖

𝑁

𝑖=1

) log(
𝑝(𝑥𝑖)

𝑞(𝑥𝑖)
) (1)  

 

 
Fig. 4.  Kullback-Leibler criterion to measure the degree of similarity of two sample statistical distributions a) KL=0.1, b) KL=5.7 [2] 

In relation (1), p(xi) is the statistical distribution function 

of the real database, and q(xi) is the statistical distribution 

function of the synthetic database. Typically, p(x) 

represents the “true” distribution of data, observations, or 

a precisely calculated theoretical distribution. The 

measure q(x) typically represents a theory, model, 

description, or approximation of p(x). 𝐷𝐾𝐿(𝑝||𝑞) is 

Kullback–Leibler Divergence, a measure of the difference 

or relative entropy between two probability density 

functions (pdfs). It quantifies the information lost or 

inefficiency when one PDF is used to approximate 

another. N is the total number of compared data in related 
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PDFs..  relation 1 is rewritten in continuous form as  
follows: 

 

𝐷𝐾𝐿(𝑝||𝑞) = ∫ 𝑝(𝑥)𝑙𝑜𝑔 (
𝑝(𝑥)

𝑞(𝑥)
)𝑑𝑥

∞

−∞
               (2)  

 

By placing the two normal distribution functions 

shown in Fig. 4 in the resulting integral relation and 

considering the ratio between the medians and the 

deviation from the criteria of the two normal distribution 

functions, the values related to the Kullback-Leibler 

criterion are obtained. 

In Fig. 4, the Kullback-Leibler criterion is used to 

measure the similarity of two statistical distributions. The 

KL value in part (a) is equal to 0.1 and as can be seen in 

the figure, the two distributions are very similar to each 

other. In part (b) of Fig. 4, the divergence value is equal to 

5.7 and the deviation from the uniformity of the two 

distributions is evident. 

A hybrid model of GAN and VAE is proposed in [14] 

to generate a synthetic load profile in the field of smart 

grid, in the field of smart home. Fig. 5 shows the 

arrangement of generator blocks in the mentioned model. 

Photovoltaic unit generation and smart home demand have 

been modeled and the distribution of synthetic generation 

data with original data has been researched by statistical 

methods. 

In [15], the generation of synthetic data to predict 

energy production in photovoltaic power plants has been 

independently researched. 

In [16], about one of the features of a smart home 

called non-invasive load consumption monitoring, 

WGAN architecture has been used to produce an artificial 

characteristic sign for different types of loads to 

distinguish the type and amount of load consumption in an 

artificial intelligence classification system. To confirm the 

correct diagnosis of the size and type of loads on the 

demand side, the analysis of the load characteristic sign 

has been used. 

 

Fig. 5.  VAE-GAN hybrid model to generate synthetic data of 

generation and consumption in the smart home [14] 

V.  DATABASES IN THE CONDITION ASSESSMENT AND 

INTERNAL FAULT DIAGNOSIS 

Intelligent fault diagnosis is one of the interesting and 

up-to-date research trends in the field of power systems 

asset management. The purpose of this issue is early and 

accurate diagnosis of faults that are forming or have arisen 

in the equipment to evaluate the optimal condition and 

perform preventive maintenance. The information on the 

internal system of the desired equipment is sampled by 

measuring parameters such as vibration and sound signals 

and components soluble in oil. The sampled cases that lead 

to faults usually have a much smaller number than the total 

number of samples, and the obtained database is highly 

unbalanced. In addition, due to the lack of accurate 

documentation of abnormal performance modes, there is a 

problem of lack of sufficient data in public databases. In 

the following, the research was conducted in the direction 

of using synthetic data to solve the mentioned problems. 

In [17] the problem of the lack of fault data in wind 

turbines has been solved by introducing a three-step 

algorithm. The first part of this algorithm uses an expert 

system as a database for fault analysis. In the second step, 

the data obtained from the first step is increased by a GAN 

network in a data augmentation process, and in the last 

step, the database obtained by an artificial intelligence 

model is used to detect various types of internal faults in 

wind turbines. Researchers in [18] studied the problem of 

imbalance between fault data and normal working mode 

data in industrial pumps used in power plants. The 

proposed method to solve the problem is a combination 

model of GAN and Stacked Auto Encoder (SAE) network. 

The GAN network is responsible for generating synthetic 

data and the SAE network is responsible for feature 

extraction in this model. The same problem has been 

researched in [19] for industrial chillers and by combining 

two architectures, WGAN and VAE, synthetic data 

necessary to solve the imbalance problem in the database 

has been provided. In [20], synthetic data generation is 

used to improve the battery condition assessment system. 

With the expansion of the use of electric vehicles and the 

need to manage the driving time of the car after each 

charge, monitoring the health of the batteries used in these 

cars is of great importance. Collecting real data related to 

the state of the charge of batteries is time-consuming and 

expensive. The databases of the working companies are 

also subject to non-publication restrictions. Therefore, 

generating synthetic data is a practical and available 

solution. The synthetic data produced with the standard 

databases have been statistically compared and the 

similarity in the statistical distribution of the two synthetic 

and real databases has been confirmed. In [21], for one of 

the most important issues in the field of asset management 

of equipment, determining the remaining useful life, the 

conventional method of synthetic data generation with 

GAN architecture has been used. The application of the 

proposed algorithm in predicting the remaining useful life 

of supercapacitors has been implemented. In Table I, the 

aforementioned studies have been summarized for 

comparison. 

VI.  . CONCLUSIONS 

The use of deep generative methods in power systems is 

very new, and in this research, a systematic review with 

the separation of various specialized areas, along with the 

comparison of different validation methods was 

attempted. The most important reasons for using synthetic 

database production in power systems are the rules for 

maintaining confidential information and data non-

disclosure policies, the time-consuming or costly nature of 

data collection, technical issues such as the low number of 
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faults compared to normal conditions, lack of Accurate 

documentation of abnormal performance modes and 

unbalanced databases. In the concept of synthetic data 

generation in power systems and the comparison of deep 

generator methods with traditional statistical methods, the 

most important challenge facing traditional methods is the 

low accuracy of synthetic database generation compared 

to the original database. This is especially important in big 

databases. 

In big data, traditional methods suffer from overfitting 

problems in synthetic data generation. In deep generative 

methods, unlike traditional methods, the more original 

data there is, the more the possibility of overfitting in the 

production of synthetic data is reduced, and the 

generalizability of the model is increased. 

 The validation of the generated database is very 

important. Research that succeeds in proving the 

equivalence of two databases using both statistical 

measurement and system performance measurement 

methods is considered more successful. A new technical 

suggestion with the course of studies in this field is the use 

of deep generative methods to build a source database in 

the new subject of transfer learning. In transfer learning, 

the model is trained on a large initial database that is 

sufficiently similar to the target database and then fine-

tuned on a small target database. According to the 

statistical and systematic evaluation methods, the 

synthetic database that is the subject of the present 

research is a database similar to the real database, and due 

to its artificial nature, it can be made large enough. 

Therefore, it can be used as a source for Transfer learning 

methods.

TABLE I 

 Research Conducted in the Field of Using Deep Generative Methods to Produce Synthetic Databases in Power Systems 

 
Specimens 

code 
Reference article Database 

Architecture 

deep generator 

System 

validation 

Statistical 

validation 

Generation, 

transmission 

and 

Consumption 

Pinceti 

[11] 
 

PMU CGAN 
Power 

Spectral Density 
------ 

Zheng 

[12] 
 

PMU GAN 
 

Modal analysis 
------ 

Gong 

[13] 
 

Smart meter CVAE 
 

Attack models 
KL 

Razghandi 

[14] 
 

Smart meter 

PV 
VAE-GAN ------ 

KL 

MMD 

WD 

Rosa 

[11] 
 

PV 

 

VAE-GAN 

 

------ 

 

MMD 

 

Evaluating the 

condition of 

equipment and 

diagnosing 

internal faults 

Harell 

[16] 
 

Smart meter WGAN 

Power signature 

analysis 

 

KL 

WD 

Liu 

[17] 
 

Scada GAN 

Machine 

learning 

classification 

CSP 

Han 

[18] 
 

Sensors GAN-SAE 
Deep learning 

classification 
------ 

Yan 

[19] 
 

Sensors GAN-VAE 
Deep learning 

classification 
------ 

Naaz 

[20] 
 

Battery 

parameters 
GAN ------ KL 

Udurume 

[21] 
 

Capacitor 

parameters 
GAN 

Deep learning 

prediction 
------ 

Pinceti 

[11] 
 

PMU CGAN 
Power 

Spectral Density 
------ 
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